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Disclaimer

The information, documentation and figures available in this deliverablerdten by the
5GENESIS Consortium partners under Hdamcing (project H2020CF815178) and do not
necessarily reflect the view of the European Commission.
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that the information is fit for any particular purpose. The reader uses the information at his/her
sole risk and liability.
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Executive Summary

This documenservesas an overview of the implementation efforts for the transformation

of the Athens platform to a E2E5G facility in the framework dhe 5GENESIS project.

This document extends the content thfe previous deliverable D4.1 and describes the
advances of the platform. The Athens platform is one of the 5GEBik SSexperimental
platformslocatedin Europeaimingto validateseveraKey Performance IndicataiPlsylefined

by 5GPPP,i.e. latency, throughput, speed, capacitgervice creation timegtc. These

platforms locatedA y ! § KSy ax . SNIAYy> [AYlIaaztsx at €l 3t
instances of a common reference architecture alreadph ¢S R Ay RSt AGBSNI o0t S
2OSNF £t FFOATAGE ,iRBsponsyo the prdectdeqifenerEsidertifiedi y & £
RSt AOGSNIo6fS 5nHdm awSljdzZANBYSyida 2F GKS FIF OAfA

The Athens platform is comprised of the NCSRD Campus, the OTE Acadéray &l

0KS a{GF@NRra al GNRGKI f | aA fite &wlutiandeghe Shend: € { G |
platform is achievedthrough a series of optimizations as new specifications and
components arebeingmade availableither commercially or within the congarm. In

this context, each 5GENESIS facility will followpha®e integration and testing regime,

where new features, functionalities and HW components will be integrated in the
infrastructure.Each integration cycles followed bytesting and validationrhis document

highlights the changes and advances from phase 1 (Release A) to phase 2 (Release B) and
the next steps towards the final deployment and operation of 5GENESIS facility.

Release ERel. B)of the Athens platform has the privilege @éploying an integrated
Coordination Layer and Slice Manager (Release B). This is a very significant advancement
compared to Release A of the platforminstantiates an operation Coordination Layer
and includes a full blown 4G based deployment with deseof enhancementsThese
enhancementsllow the demonstration of some early 5G featurbtoreover, there is
progress in terms of availability of 5G radio components, some being provided by consortium
partners and others that are commercially availal#l¢ enhancements are thoroughly
discussed in the document. Delays in acquiring certain 5G radio compamehfss Core
functions(out of the consortium partnerd)as prolonged the integratioprocessbeyond

the deliverable due dateAccording to the plarthe deployed configurations will be used
during WP6 experimentation and validation phase. If further integrations happen during
that period, they will be annexdd D6.2WP6 deliverablévlore specifically, the following

were achieed during the second integration phase:

1 Deployment of Release A of Coordination Layer components
1 Deployment of Release A of Slice Manager
1 Partial installation of commercial 5G RAN at OTEAcademy

5GENESISo ti
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1 Partial installation of commercial 5G RAN and ClmeStand Alone(NSA)} NCSR
Demokritos
1 Upgrade of MANO Layer components
o Network Function Virtualisation OrchestratdfRVQ OSM v6 upgrade
1 Additions and enhancement at the Infrastructure Monitoring.
1 Integration of MONROE probes

Furthermore, the document presits a summary of the supported use cases, naiiy
Event, ¢Eye in the Skyand dSecurityas-a-Servicé and their relevance to the Athens
platform sites and their components.

During the last three months of this cycle, extensive tests will be pextbronensure that all

the newly integrated services and components work as expected and, in parallel, the platform
partners will continue their efforts towasthtegratingany pendinglements and technologies.

The platform will be used for the second rdwf experiments until March 2020, and the report

on the KPIs will be available in deliverable BB\2arch 2@0. This document will be followed

by the deliverable describing the Release C of the platform in December(86Rgerable

D4.3)
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1. INTRODUCTION

1.1. Purpose of the document

This document presents the work in progress for the integration activities currently underway
in the Athens Platform. More specifically, the purpose of this deliverable is to meet the
following WP4 objectives:

1 Accommodate WP2 requirements and specificegio

1 Integrate the components that will be implemented in WP3 within ¢éatiorm in
order to constitute the 5GENESIS facility

1 Support and facilitate the deployment of the described Use Cases

1 Enable system level validations as per WP5 specifications

1 Provide the means for the WP6 KPI validation and verification campaigns.

Currently, the project has releas#ue followingdocuments that are used asputs for this
document(seeTablel).

Tablel Document interdependencies

id Document title Relevance

The document sets the ground for t
first set of requirements related f
supported features at the testbed for th
facilitation of the Use Cases.

D2.1[1] Requirements of the Facility

The 5GENESIS facility architecture
5GENESIS Overall Facility Desigrl defined in this document. The list

D2.2[2] and Specifications functional components to be deployed
each testbeds defined.
Testing and experimentatio
D2.3(3] Initial planning of tests and specifications that influence the testbg
' experimentation definition, operation and maintenand
are defined.
The document presents the MAN
D3.1[4] Managementandorchestration solutions that are integrated in th
' (Release A) infrastructure. Interfaces an

deployment options are also describe(

The document details the Slice Mana
D3.3[5] Slice management WP3 (Release solution, its interfaces towards th
MANO and NMS components.

Monitoring and WP3 analytics The document details the Infrastructu
D3.5[6] (Release A) Monitoring components and th
interfaces with infrastructure elements

5GENESIS0 ti
© rsortim Pagel6 of 70



5GENESIS D4.2 wAthens Platform (Release B)

The document details the 5G Cd
5G Core Network WP3 Functions| network functions and provides input ¢

D3.9[7] (Release A) their integration with the infrastructurg
and management compents.
D3.11[8] 5G Acces€omponents antUser The document details the 5G Ra

EquipmentRelease A) Access components and UE devices.

This is the initial deliverable for th

D4.1]10] The Athens Platform Athens platform.

This document provides guideling
integration tests and software packag
for the realization of the 5GENES
facility coordination layer components

D5.1[11] System level tests and verificatiorn

1.2. Structure of the document

The document is structured as follaws

Section2 provides a overview of the target topology of th&thensplatform, the platform
sites as well as the technologies used for the platform components at the three logical layers
(GoordinationLayer, MANQayer,InfrastructurelLayer).

Sectior3follows witha description of the intended evolution of the platform, listing the current
accomplishmentgluring Phase 1 and Phase 2, as welthasmilestones to reach in the
deployment ofPhase 3

Sectiordis devoted to théhreeuse cases that will be tested in the final version of the platform,
describing their components, the scenarios of utilization and the expected outcome.

1.3. Target Audience

This deliverables released to the public, with the intention to expose the technical approach,
the advancementsas well as the capabilities of tA¢hensplatform deployment In addition,
it allows to

1 Understand the requirements and risks for each deployed modulecamponent
within the Athens platform

1 Facilitate technology selection and design decisions for their components

1 Understand the limitations and regttions in technology deployment and usage.

Finally, his document may help to justify design decisions tha deployment of 5G
components and evaluate the progress in adoption and deploymeimé &G infrastructure.

6 5GENESISonsortium
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2. ATHENBLATFORMVERVIEW

This sectiorpresents an overview of the Atheplatform topology, the constituting sites and
the related technology components. It is a distilled summary of the extensive platform
deployment description as presenteddeliverableD4.1[10].

The section is structured in three subsections presents the platform implementation on
the basis of the layered approach proposed by the 5GENESIS Reference Architéeturedas
in D2.22].

2.1. Platform Sites Overview

2.1.1.0verall topology

The AthenssG platform compriseghree dispersed sites ithe Athens metropolitan area
forming anE2HE2EExperimental 5G testbed.fitatures5G and 4G radio access technologies
(RATs)deployed in both indoor and outdoor environments combining software network
technologies (i.e. NFV and SDN) and edge computing deployments. The sites that comprise the
platformare illustrated irfFigurel andthey are describedbelow.

71 Site 1: The campus of NCSR "Demokritastiprthreast Athens, is a 1&cre area,
combining indoor and outd@oenvironments, dispersed around the campus and
interconnected by an optical fiber backbone; NCSRD is directly connected to Greek
Educational, Academic and ReseaN#twork (GRNET)which provides access to
LYdSNYySG I y-Rurogean!datd netvardofythe research and education
community). This site will be responsible for hosting most of the infrastructure required
for the management, orchestration and coordinationhaf Athensplatform.

1 Site 2: The COSMOTE building (OTEAcademyj)e north of he city, is a muki
functional complex, combining various indoor and outdoor usage scenarios; It is also
RANBOGfe O2yySOGSR (2 Dwb9¢ HKAOK LINRJAR:
provided by OTE network. This site will host infrastructure compenedio access
componentsand NFY¥Edge Computingpfrastructure

1 Site 3: The stadium of Egaleo (Stavros Mavrothalasitisgst Athens, thatill be used
02 K2a0G RSY2YyAaGNl GA2ya Ay | Y2NB GNBIf A&
terrestrial wirelesdackhaul relatednetrics(i.e. latency, throughpuetc.). Currently,
GKS t20FGA2yQa O2yySOil-toPdiniliktoNESRDITRISSRe 2y |
will host infrastructure components that will allow the experimentation and support of
use cases related with the edge computisgg Control Plang User Plane separation
in a realistic environment.

! GRNETttp://grnet.gr

5GENESISo ti
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@ Site2: COSMOTE Site (OTEAcademy)

Figurel: AthensPlatform Sites Overview

2.1.2.Site 1- NCSRD Campus

NCSRD, one of the biggest research centers in Greece, has an extended campus area that is
used to cover both indoor and outdoor testing scenarios. NCSRD provides to the Athens
platform a reliableoperation of the network, computing ardATdeployments within its
premises. In addition, NCSRD provides virtualized resources in its datacenter facilities as well as
edge computing domains at specific locations. A variety of cloud and virtualization
infrastructure is available to support core and edge deployments.

In order to cater for outdoor coveraga,MacroCell is installedat a high mast, providing
coverageto the whole campusarea. Indoor coverage is provided lgur small cellghat

operate in selected locationfhe Administrationand Library deployments are basedeitBs

that run the Amarisoft RAN software and connect to the Amarisoft core network component

via the backhaul networkThe backhaul network is enabled by the canpua 2 LJG A O f Yy S
Both eNBs are using SDR hardware for the radio part (i.,e USRP B210 and PCle SDR board
respectively). Finalljyvo Nokia Flexi Zone Multiband Indoor Pico 8l cells aredeployed

at the Institute of Informatics and TelecommunicasoflIT)building which connect the

backhaul network to théthonetLTE EP@rough 10GbpsBhernet. In addition, the Media
bSlig2Nla [F02NIG2NE AyOfdzRSa Fy 2LISy az2dzNDOS
OpenAirinterface @A) elements that interoprate with COTS UEs. The OAI eNB has been
deployed on an x86 physical host connected to a USRP B210, transmitting on FDD mode in band
7 (2600 MHz), while a second machine is running the virtualized OAI core network. Regarding
the evolution towards 5G, NO3Rs granted an experimental license for 5G trials for
transmission in the 3.6 GHz spectrum with 100 MHz bandwidth. 5G RAN and 5G New Core
elements will be developed and deployed fr&anELandOAl andAthonet respectively, in

parallel with Amarisoft commeial 5G RAN and Core.

Wi-Fi access poin{a\Pshare deployed tgrovide coverage tthe gapsof the Mobile Network
Cells. WFiAPsare deployed in every building to help maximize the coverage and capacity of
the access network. Typically, thegerate atthe 5 GHz Frequency Band usitige IEEE
802.11acstandard.

A physical deployment topology illustrating tadio coveragés provided irFigure2.

5GENESIS0 ti
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Figure2: NCSRD Site

2.1.3.Site 2- COSMOTE Site

/ h{aht¢9Qa forisbgpdrting Rsearch and development activite® located in
he¢o! OF RS Y Rdlsi, AthetisBhe &ty can offer extensive data center infrastructure
(more than720 CPU cores, 1700GB RAM and 120TB storage),spadds interconnected
(mostly) via 10Gbps fiber/copper links. More specifically, the setup can be split into one or more
cloud slices (controllers/ compute nodes/ hypervisors) of various sizes, either in bare metal or
virtualized form, and allows high degrees of freedom for customized configurations.

In the context of SGENESIS Facility and the Athens Platform, COSM®®E: gulglé network

OF LI oAfAGASAE SYLRSSNBER 0 &andisGSoutdodr @laindoort 2 dzR
deployments based on commercial equipmerite/ h { a h ©OfefStackmplementation

provides to 5GENESIS a private cloud service model, as Infrastruct@erasé¢laaS)where

required use case VNFs are deployedrthermore complementarily to the NCSRD core
network deployment an LTE/EPC/IMS edge netisaided to support th&ecurity as a Service
(SecaaS use case and exhibit edge computing capabilitiee setup is based on a lightweight

4G EPC/IM& Evolved Packet Core/IP Multimedia Subsystem provideATBIONETThe
deployment is complemented by a number of small cells connected to the EPC; namely a
ydzYo SNJ 2F & Cf SEA %2y S FZ dBl)iprodidey By NOKHREEIWNI t A O2
installation and configuration aeities for the 5G Nokia Airscafeloor/outdoor NSA (option

3) system has started with the purpose of integrating it with the Athens Platform for the testing
and validation of 5G KPKgure3 illustrates the current deploymenit can be observed that

the MANO and coordination components are installed in separate cloud infrastr(ictage

cloud), anl the actual mobile network is operating over two edge clouds supporting local break
out (LBO) to enable MEC traffic redirection.

5GENESISo ti
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ICT Cloud Testbed

Cloud Cloud
Slice #1 Slice #2

8y 8
MANO NN
S :

~

eNB
4G Small
NB
g Cells Celis

5G Small

Mobile Network Testbed

Figure3: COSMOTE Site

2.1.4.Site 3- Egaleo Site

Figure4 presents the deplad architecture at the Egaleo Stadium. TR&Nis composed of

three small cells placed in cabisproviding coverage to the entire stadiuitn addition, three
cabinetsthat will accommodatehe 5G gNB components are already installed at the stadium
The stadium premises will be also equipped by small footprint edge computing infrastructure
for the use case demonstration.

Egaleo Stadium

—= (&)

BHto NCSRD

| L ||
raops ) (t m')) S (@ mi)) ) {« mﬂ)

Wi Wit Wit

1Goy 1

1Gops Gops 1Gops

1eips 1Gops Ins I

Figure4 EgaledSte
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It should be highlighted that the equipment used in the stadium is available only during testing.
This means that there is no fixed infrastructure deployed apart from the backhaul connecting
to the NCSRDBite and the cabinets that host the equipment durthg test campaigns. This is

due to precautionary reasons for equipment safety. During experiments, the required

equipment is transferred to the site and configured specifically for the event.

2.2. Target Deployment

Thetarget physical topologgf the Athengplatform is depicted ifrigure5. The platformhas
already most of the main components deployed and intemecting links are in place,
exploiting NCSRiite as the central node

The core of the platform is supported by t@penStacknstallations, one at NCSRD premises
and one at the COSMOpEemises Both installations may be seen as NFV Infrastructure with
OpenStackirtualisation Infrastructure Managé/IM), able to instantiate NFV services.

The Slice Manager and the Management and Orchestration layer (MANO) are able to provision
network slices and manage and orchestrate infrastructure resources. These components along
with the Coordination layer agponents are deployed in the infrastructure core data center as
virtual machines.

The 4G and 5G Core network functions are deployed at the available NFVIs, in the case where
the virtualized instantiation is availabléherwisein standalone servers.

Finally,a small cluster is exploited by the infrastructure monitoring platform that monitors all
components and collectgerformance monitoring data.The monitoring platform utilizes
opensource software fahe Network ManagemenBystem (NMS}hetime series monitoring
database and alert system.

On the interconnectiopart among remote siteshe link between NCSRD ab@SMOTS&tes

is realized on top of GRNET optical fiber infrastructure at rates up to 1 Gbps, whereas the link
between NCSRD and Egaleo stadisimealized viderrestrial wirelesdackhaul technology

using a microwave link at 5 GHz. The link supports speeds up to 200 Mbps depending on the
link quality.

5GENESISo ti
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Site 2: OTE Academy

Site 3: Egaleo Stadium

o5

Site 1: NCSR Demokritos

Figure5: 5GENESIS Atheiatform physical topology

The sections to follow present in detail the components of the platform.

2.2.1.Platform Infrastructure Layer

Table2 below providesan overview of the infrastructure layer components and associated

technologies deployed

in ththensplatform.

Table2 Infrastructure layer components and technologies in the 5SGERE®¥&platform

I 2YLRYSYy (|t NPRdzOGk ¢SOKy2f 2/a2RS 2F L YLX §
Main DC COTServers OpenStack VMware ESXi
Edge/Cloud COTServers SFF x86 PCs OpenStack K8s
Computing
EPC/5GC ECMOAICore Multiple instances
Athonet5GC (constant evolution)
Amarisoft Rel 15.5 5GC
Amarisoft Rel 14 4G LTE
5GNR Prototypes from RLand ECM Multiple instances & SDR HW
Amarisoft NSA/SA
Nokia Airscale System and 5G Si
Cell (RRH)
Commercial 5G smartphones

6 5GENESISonsortium
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LTE EUTRAN EurecomOAl/ Amarisoft / Nokia multipleinstances & SDR HW
AirScalé Nokia FlexiZone

/| 2YYSNOALFE nD Y2
O2YLJ GAo0f{SI vadnK3
Ldgn YR O2YYSNDA K
LIK2yY$& Yadzyd ! pno

R2y 3t Sa
Non3GPP Access |2 ACA ynH®mmIl O Bespoke devices
Networks
t NP0 Sa ahbwh?9 adzf GALX S Ayal
I ON2&aa GKS y¢
¢CNI FFAO D hLI&2dzZNDS GNYFFAQ/ h¢{ RS@OAOSa

hadGAyl G2z { S| 3df
LE/ KI NR& 20

2.2.1.1. Mobile Network Technology

The Athens platform mobile network technology is based on a multiplicity of RAN and Core
solutions. The deployment already supports the 4G LTE Core open source implementations (i.e.
NextEPC / OpenAir Interface EPC) as well as comnueresali.e AthonetAmarisoft). The
evolved 5G version of the platform us&thonetand Amarisoft 5G Core and OAI, Amarisoft
andRunEI5G radio.

The Athensplatform has already deployed and tested a fully operational 4G LTE based
infrastructure that has e successfully exploited in previousBRP Phase 1 and 2 projects
(SONATA, 5GTANGO, SESAME, and 5GESSENCE). In Release A of 5GENESIS, the initia
deployed infrastructure was 1@esigned and releployed in order to be able to support the

new 5G RAN andore components for experimental purposes). In Release B, new features in

the 5G RAN and Core are being integrated as the technology matures and components are
made available.

The roadmap fordeploying themobile network technologies deployment in the Athens
platform is tentatively defined dellows

1 PhaseXintegration of Release A)
o Network planning and redesignmbbile network
o Installation and deployment of all available elements (4G Core and RN as
as non3GPP)
o EZ2BResting with 4G LTE equipment
1 Phase Zintegration of Release B)
o Deploymenbf 5G RAN elements
A Commercial Solutions: Nokia 5G NR, Amarisoft 5G NR and 5GC
A Partners Solutiongithonet5GCRUNEISGNR, OAI 5GNR, OAI 5GC.
0 RunEISG(no5GCore supportedjesting
o OAI5GNR and Wko 5GCore supportedesting
o0 Amarisoft 5G NG Amarisoft 5G gNBCOTS UE (NSA)

5GENESISonsort
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1 Phase 3:
o Upgrades and enhancements over deployed components
0 5G SA and NSA deployment integration with the MANO and Coordinator
0 FullE2Eoperation
A Athonet5GCc RUnEISG gNR; OAI UE (SEommercial UE (SA)
A Athonet5GCg OAI 5G gNB OAI UE (NSI®ommercial UENSA)
A Athonet5GCc AmarisoftsG gNR; Commercial UE (SA)

Radio Access

5G New Radio (NR3,0ne of themosthighlightedfeaturesof 5G 5GNR encompassasnew
OFDMbased air interface, designed to support the wide variation of 5G digyies, services,
deployments and spectrum. 5SGENESEposestwo alternative implementations of 5GNR,
provided by the vendo®unELand ECM(i.e. OA). In addition, the Athens platform integrates

two commercial solutions Amarisoft 5G CallBox which supports both NSA and SA 5G Core and
RAN deployments and Nokia Airscale 5G MacroWi#tlrespect toRelease of the Athens

platform, Table3 summarises th&®adio Access components currently deplayeithe Athens
platform.

Table3 Athens PlatfornbGRelease Radio EquipmeriDeployment

Site DeployedRadio Access Equipment
NCSRD [T 2bhYL! &aCtSEA %2yS adz (Aol yRGILURIBE
1 1 Amarisoft eNB running on x86 server (R)ministration building
1 1 AmarisofteNB (USRP B210) on x86 server (§LtRary building
1 1 AmarisofteNB (N210) for the Macro Catloutdoor location (higimas?)

providing coverage to a large partME€SRD campus.

1 1 Amarisoft Callbox Classic 5G NSA (B4 8§78 Band)
1 1 OAI gNB (USRB19) and x86 server (prototype)l.aboratory / lIT building
COSMOTEY y bhYL! &CfSEA %2yS ad#f GAGFYR LYR2
1 NOKIAAirscale System and 5G Small Cell (RRH)
gga:;_eo 1 Installation of three cabins that hestimall cellproviding coverage tthe stadium
tadium

OutdoorLTE Deployments

The Athens platform has installed an antenna array at a high mast in order to provide coverage
in a large part of the NCSRD campu&athrein 80010682ntennais used witha carrier
frequencyof 2.6 GHz.The MacroCell implementation is based am N210 USRP board
connected to an eN&86 servenhat runs Amarisoft RAN softwafiéhe installation is depicted

5GENESISo ti
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in Figure6. Moving toPhase 3 the antenna array will be upgraded with an array suitable for
5GNRoperationat 3.5GHz.

Figure6 Macro Cell at NCSRD Site

Indoor LTE Deployments

The Indoor LTE deployments of the Athens platform are based initially on OAI stable software
implementation combined with Ettus SDR cards. Details on the implementation are provided
in APPENDIX2: 5GENESISAthens Platform Radio Access Producfss a legacy
technology/infrastructure, this setup is not discussed in this document.

In addition to the ECM OAI, 4G eNB implementations are also available using Amarisoft
Licensed Software. Finally, commercial solutions from Nokia are also available using the
FlexiZone Indoor Pico BTS.

Detailed specifications of the products in use, @avided inAPPENDIX 5GENESI&thens
Platform Radio Access Products

Outdoor 5GNR Deployments

At the COSMOTE site, commercial 5G equipment based on Nokia AicBfmala plas been
procured and is now being installed at OTE Academy premises. So far the electrical and physical
installations have taken place. However, as there is a need for equipment configuration in order
to become operational as well as proper setfiphe already operational radio network, this
deliverable will not provide details on the deployment.

The current installation includemtably thefollowing modulesand supports indoor/outdoor
operation with 5G NSA Core

5GENESIS0 ti
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1 x AirScale BBU

1 x LTE BTS (AR Capacity Module (ABIA)

1 x 5G BTS (AStiGQapacity Module (ABIL)

2 x n78 AirScale Micro RRH 4T/4R 20W (AWHQF)
2 x AirScale Micro 4T4R B7 20W (AHHA)

Figure7 a) and B present the equipment currently installed at COSMOTE premises.

= =4 =4 4 A

(@ (b)
Figure7 a. Nokia AirScale 5G BBUAInScale Micro 4T4R
In addition to the above described system at NCSRD premises an upgrade of the MacroCell
antenna will allow outdoor transmission for testing.
Indoor 5GNR Deployments

NCSRD is using two USR®0 for the OAIl based 5G NR implementation as depickedure
8.
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Figure8 USRPs N310 utilized as gNB ardmBin NCSRD

In the context of the Athens Platform, these USRPs will be integrated in a server grade
deployment of OAtb support the future MIMO configurations in NSA and SA mode once they
become available in 5GENES8i$he picture, the initial tests and integrations are performed
with powerful (i9) laptop computers. It should be noted that currently, they are utilized in the
context of the Portable Demonstrator, as described in deliverBdld7 ¢ Portable 5G
Demonstrabr?. The Portable demonstrator is considered as a-afbinf the Athens Platform

and as such it integrates components that are tested and validated within the Athens platform

environment.

Additionally, during this phase the Amarisoft 5G CallBox sdutias been installed in the
Athens PlatforngFigure9).

2 https://5genesis.eu/deliverables/
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*@omarison
36 NSA
E oy

Figure9 Amarisoft Callbo¥G NSA/S8olution

Detailed specification of the products involved is provideRRENDIX 5GENESISthens
Platform Radio Access Products

Mobile Core Network

Theexistingmobile coe establishmentof Athens Platformis a full 4G mobile core that
implements3GPP defined network functiomeluding MME, PGW, SGW, PCRF and
HSSVarious products are part of the solution based on their technology readiness, and the
proper integration withrespective radio access components is respectively tnedhase

The targeed implementation considers thAthonetQ 8GCsolution,whichas a commercial
product then can be connected to commercial OSS/BSS sydienesforce regulatory
obligations and billing by means of standard interfaces, i.e., X1, X2 and X3 for lawful intercept
and Bx an@yfor charging.

In the course ofhe project, the core component will be ntinuously enhanced with the latest
features needed for the fifdgeneration network deploymenEurrently the running version at
the Athens platform fully supports NSA 5G deployment.

Detailed information on the capabilities of the core products that areqf Athens platform
can be found ifl] and [2]
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User Equipment (UES)

The LTE UEs used in Athens platform experiments are lisedRPBENDIX 5SGENESI&hens
Platform Radio Access Produdiser Equipment (UE)

The list oprototypes5G UEs available in the Athens platform currently is as follows:

1T 9/ aQa h !UE impldnertation with N310 USRP as radio frontend.
T 9/ aQa h 'E impl@neriaton with N300 USRP as radio front€hi. will be
deployed along witlRRUNnEI5SG NR implem#ation.

Both solutions above are a prototype implementation and currently only operates is a testing
mode and only in tandem with a similar setup of OAI running as fgiy&rel0 presents the
current implementation of OAl 38R UE.

Figurel05G NR UE using USRP N300

a4 RSTAYSR Ay (KS LINE 2SO0 h&@grototot stack extendioSsYds y (0 | G
5GNR UE will be made gradually available throughout the different phases of 5GENESIS,
starting from the physical layer (phase 1) and continuing with the rest of the RAN protocol stack
(MAC, RRC, PDCH)e current implemetation supportsoperation without a cordi.e.no S1

interface between a set of OAI equipment running gNB and UE respectively.

In addition, a commercial 5G UE is availatdenelya Samsung A90 5G mobile device that
supports 5G NSA configurations wittDTltansmission at frequency bands n41(2500 MHz) and
n78 (3500 MHz)Figurell, presents the UE while under video streaming using 5G mobile
networkoperated byAthonetcore and Amarisoft 5G RAN
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Figurell Samsung A90 5G (NSA)

2.2.1.2. Main Data Center

The Main Data Center (DC) of the Athglasform (sedrigurel?) lifts the burden of hosting all
the CoordinatiorLayer components, the Slice Manager and all the MAN®r components
(i.,e. NMS, EMS, NFVO etc). In addition, the Main DC also hosts traiorienvironment that
will used during WP5 integration activities. Moreover, it is also hosting an NFV infrastructure

Figurel2NCSRD Site (left) and COSMOTE Site (right) Main DC
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