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Executive Summary  

This document serves as an overview of the implementation efforts for the transformation 

of the Athens platform to an E2E 5G facility in the framework of the 5GENESIS project. 

This document extends the content of the previous deliverable D4.1 and describes the 

advances of the platform. The Athens platform is one of the 5GENESIS six 5G experimental 

platforms located in Europe, aiming to validate several Key Performance Indicators (KPIs) defined 

by 5G-PPP, i.e. latency, throughput, speed, capacity, service creation time, etc. These 

platforms, located ƛƴ !ǘƘŜƴǎΣ .ŜǊƭƛƴΣ [ƛƳŀǎǎƻƭΣ ałƭŀƎŀ ŀƴŘ {ǳǊǊŜȅΣ Ǉƭǳǎ ŀ ǇƻǊǘŀōƭŜ ǾŜǊǎƛƻƴΣ ŀǊŜ 

instances of a common reference architecture already defƛƴŜŘ ƛƴ ŘŜƭƛǾŜǊŀōƭŜ 5нΦн άLƴƛǘƛŀƭ 

ƻǾŜǊŀƭƭ ŦŀŎƛƭƛǘȅ ŘŜǎƛƎƴ ŀƴŘ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎέ, in response to the project requirements identified in 

ŘŜƭƛǾŜǊŀōƭŜ 5нΦм άwŜǉǳƛǊŜƳŜƴǘǎ ƻŦ ǘƘŜ ŦŀŎƛƭƛǘȅέΦ  

The Athens platform is comprised of the NCSRD Campus, the OTE Academy facilities and 

ǘƘŜ ά{ǘŀǾǊƻǎ aŀǾǊƻǘƘŀƭŀǎƛǘƛǎέ aǳƴƛŎƛǇŀƭ {ǘŀŘƛǳƳ ƻŦ 9ƎŀƭŜƻΦ The evolution of the Athens 

platform is achieved through a series of optimizations as new specifications and 

components are being made available either commercially or within the consortium. In 

this context, each 5GENESIS facility will follow a 3-phase integration and testing regime, 

where new features, functionalities and HW components will be integrated in the 

infrastructure. Each integration cycle is followed by testing and validation. This document 

highlights the changes and advances from phase 1 (Release A) to phase 2 (Release B) and 

the next steps towards the final deployment and operation of 5GENESIS facility.  

Release B (Rel. B) of the Athens platform has the privilege of deploying an integrated 

Coordination Layer and Slice Manager (Release B). This is a very significant advancement 

compared to Release A of the platform. It instantiates an operation Coordination Layer 

and includes a full blown 4G based deployment with a series of enhancements. These 

enhancements allow the demonstration of some early 5G features. Moreover, there is 

progress in terms of availability of 5G radio components, some being provided by consortium 

partners and others that are commercially available. All enhancements are thoroughly 

discussed in the document. Delays in acquiring certain 5G radio components and 5G Core 

functions (out of the consortium partners) has prolonged the integration process beyond 

the deliverable due date. According to the plan, the deployed configurations will be used 

during WP6 experimentation and validation phase. If further integrations happen during 

that period, they will be annexed to D6.2 WP6 deliverable. More specifically, the following 

were achieved during the second integration phase:  

¶ Deployment of Release A of Coordination Layer components  

¶ Deployment of Release A of Slice Manager  

¶ Partial installation of commercial 5G RAN at OTEAcademy  
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¶ Partial installation of commercial 5G RAN and Core Non-Stand Alone (NSA) - NCSR 

Demokritos 

¶ Upgrade of MANO Layer components  

o Network Function Virtualisation Orchestrator (NFVO) OSM v6 upgrade   

¶ Additions and enhancement at the Infrastructure Monitoring. 

¶ Integration of MONROE probes  

Furthermore, the document presents a summary of the supported use cases, namely άBig 

Eventέ, άEye in the Skyέ and άSecurity-as-a-ServiceέΣ and their relevance to the Athens 

platform sites and their components.  

During the last three months of this cycle, extensive tests will be performed to ensure that all 
the newly integrated services and components work as expected and, in parallel, the platform 
partners will continue their efforts towards integrating any pending elements and technologies. 

The platform will be used for the second round of experiments until March 2020, and the report 

on the KPIs will be available in deliverable D6.2 in March 2020. This document will be followed 

by the deliverable describing the Release C of the platform in December 2020 (deliverable 

D4.3).  
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1. INTRODUCTION 

 Purpose of the document 

This document presents the work in progress for the integration activities currently underway 
in the Athens Platform. More specifically, the purpose of this deliverable is to meet the 
following WP4 objectives:  

¶ Accommodate WP2 requirements and specifications. 

¶ Integrate the components that will be implemented in WP3 within each platform in 
order to constitute the 5GENESIS facility. 

¶ Support and facilitate the deployment of the described Use Cases. 

¶ Enable system level validations as per WP5 specifications. 

¶ Provide the means for the WP6 KPI validation and verification campaigns. 

Currently, the project has released the following documents that are used as inputs for this 
document (see Table 1). 

Table 1 Document interdependencies 

id Document title Relevance 

D2.1 [1] Requirements of the Facility  

The document sets the ground for the 
first set of requirements related to 
supported features at the testbed for the 
facilitation of the Use Cases. 

D2.2 [2] 
5GENESIS Overall Facility Design 
and Specifications  

The 5GENESIS facility architecture is 
defined in this document. The list of 
functional components to be deployed in 
each testbed is defined. 

D2.3 [3] 
Initial planning of tests and 
experimentation  

Testing and experimentation 
specifications that influence the testbed 
definition, operation and maintenance 
are defined. 

D3.1 [4] 
Management and orchestration 
(Release A)  

The document presents the MANO 
solutions that are integrated in the 
infrastructure. Interfaces and 
deployment options are also described.  

D3.3 [5] Slice management WP3 (Release A) 
The document details the Slice Manager 
solution, its interfaces towards the 
MANO and NMS components. 

D3.5 [6] 

Monitoring and WP3 analytics 
(Release A)  

 

The document details the Infrastructure 
Monitoring components and the 
interfaces with infrastructure elements.  
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D3.9 [7] 
5G Core Network WP3 Functions 
(Release A)  

The document details the 5G Core 
network functions and provides input on 
their integration with the infrastructure 
and management components.  

D3.11 [8] 
5G Access Components and User 
Equipment (Release A)  

The document details the 5G Radio 
Access components and UE devices.  

D4.1 [10] The Athens Platform 
This is the initial deliverable for the 
Athens platform. 

D5.1 [11] System level tests and verifications 

This document provides guidelines, 
integration tests and software packages 
for the realization of the 5GENESIS 
facility coordination layer components. 

 

 Structure of the document 

The document is structured as follows:  

Section 2 provides an overview of the target topology of the Athens platform, the platform 
sites, as well as the technologies used for the platform components at the three logical layers 
(Coordination Layer, MANO Layer, Infrastructure Layer). 

Section 3 follows with a description of the intended evolution of the platform, listing the current 
accomplishments during Phase 1 and Phase 2, as well as the milestones to reach in the 
deployment of Phase 3. 

Section 4 is devoted to the three use cases that will be tested in the final version of the platform, 
describing their components, the scenarios of utilization and the expected outcome. 

 Target Audience 

This deliverable is released to the public, with the intention to expose the technical approach, 
the advancements, as well as the capabilities of the Athens platform deployment. In addition, 
it allows to:  

¶ Understand the requirements and risks for each deployed module and component 
within the Athens platform. 

¶ Facilitate technology selection and design decisions for their components. 

¶ Understand the limitations and restrictions in technology deployment and usage. 

Finally, this document may help to justify design decisions for the deployment of 5G 
components and evaluate the progress in adoption and deployment of the 5G infrastructure.  
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2. ATHENS PLATFORM OVERVIEW 

This section presents an overview of the Athens platform topology, the constituting sites and 
the related technology components. It is a distilled summary of the extensive platform 
deployment description as presented in deliverable D4.1 [10]. 

The section is structured in three subsections and presents the platform implementation on 
the basis of the layered approach proposed by the 5GENESIS Reference Architecture as defined 
in D2.2 [2].  

 Platform Sites Overview  

2.1.1. Overall topology 

The Athens 5G platform comprises three dispersed sites in the Athens metropolitan area 
forming an E2E (E2E) experimental 5G testbed. It features 5G and 4G radio access technologies 
(RATs) deployed in both indoor and outdoor environments combining software network 
technologies (i.e. NFV and SDN) and edge computing deployments. The sites that comprise the 
platform are illustrated in Figure 1 and they are described below.  

¶ Site 1: The campus of NCSR "Demokritos", in north-east Athens, is a 150-acre area, 
combining indoor and outdoor environments, dispersed around the campus and 
interconnected by an optical fiber backbone; NCSRD is directly connected to Greek 
Educational, Academic and Research Network (GRNET)1, which provides access to 
LƴǘŜǊƴŜǘ ŀƴŘ D;!b¢ όǇŀƴ-European data network for the research and education 
community). This site will be responsible for hosting most of the infrastructure required 
for the management, orchestration and coordination of the Athens platform.  

¶ Site 2: The COSMOTE building (OTEAcademy), in the north of the city, is a multi-
functional complex, combining various indoor and outdoor usage scenarios; It is also 
ŘƛǊŜŎǘƭȅ ŎƻƴƴŜŎǘŜŘ ǘƻ Dwb9¢ ǿƘƛŎƘ ǇǊƻǾƛŘŜǎ ŦƻǊ ŀŎŎŜǎǎ ǘƻ D;!b¢Φ LƴǘŜǊƴŜǘ ŀŎŎŜǎǎ ƛǎ 
provided by OTE network. This site will host infrastructure components, radio access 
components and NFV/Edge Computing infrastructure.  

¶ Site 3: The stadium of Egaleo (Stavros Mavrothalasitis), in west Athens, that will be used 
ǘƻ Ƙƻǎǘ ŘŜƳƻƴǎǘǊŀǘƛƻƴǎ ƛƴ ŀ ƳƻǊŜ άǊŜŀƭƛǎǘƛŎέ ŜƴǾƛǊƻƴƳŜƴǘ ŀƴŘ ǎǳƛǘŀōƭŜ ǘƻ ƛƴǾŜǎǘƛƎŀǘŜ 
terrestrial wireless backhaul related metrics (i.e. latency, throughput, etc.). Currently, 
ǘƘŜ ƭƻŎŀǘƛƻƴΩǎ ŎƻƴƴŜŎǘƛǾƛǘȅ ƛǎ ōŀǎŜŘ ƻƴ ŀ ǿƛǊŜƭŜǎǎ Ǉƻƛƴǘ-to-point link to NCSRD. This site 
will host infrastructure components that will allow the experimentation and support of 
use cases related with the edge computing, and Control Plane ς User Plane separation 
in a realistic environment.  

 

 
1 GRNET http://grnet.gr 

http://grnet.gr/
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2.1.2. Site 1 - NCSRD Campus 

NCSRD, one of the biggest research centers in Greece, has an extended campus area that is 
used to cover both indoor and outdoor testing scenarios. NCSRD provides to the Athens 
platform a reliable operation of the network, computing and RAT deployments within its 
premises. In addition, NCSRD provides virtualized resources in its datacenter facilities as well as 
edge computing domains at specific locations. A variety of cloud and virtualization 
infrastructure is available to support core and edge deployments. 

In order to cater for outdoor coverage, a MacroCell is installed at a high mast, providing 
coverage to the whole campus area. Indoor coverage is provided by four small cells that 
operate in selected locations. The Administration and Library deployments are based on eNBs 
that run the Amarisoft RAN software and connect to the Amarisoft core network component 
via the backhaul network.  The backhaul network is enabled by the campuǎΩǎ ƻǇǘƛŎŀƭ ƴŜǘǿƻǊƪΦ 
Both eNBs are using SDR hardware for the radio part (i.e USRP B210 and PCIe SDR board 
respectively). Finally, two Nokia Flexi Zone Multiband Indoor Pico BTS small cells are deployed 
at the Institute of Informatics and Telecommunications (IIT) building which connect the 
backhaul network to the Athonet LTE EPC through 10Gbps Ethernet. In addition, the Media 
bŜǘǿƻǊƪǎ [ŀōƻǊŀǘƻǊȅ ƛƴŎƭǳŘŜǎ ŀƴ ƻǇŜƴ ǎƻǳǊŎŜ ƳƻōƛƭŜ ƴŜǘǿƻǊƪ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ ōŀǎŜŘ ƻƴ 9/aΩǎ 
OpenAirInterface (OAI) elements that interoperate with COTS UEs. The OAI eNB has been 
deployed on an x86 physical host connected to a USRP B210, transmitting on FDD mode in band 
7 (2600 MHz), while a second machine is running the virtualized OAI core network. Regarding 
the evolution towards 5G, NCSRD is granted an experimental license for 5G trials for 
transmission in the 3.6 GHz spectrum with 100 MHz bandwidth. 5G RAN and 5G New Core 
elements will be developed and deployed from RunEL andOAI and Athonet respectively, in 
parallel with Amarisoft commercial 5G RAN and Core.  

Wi-Fi access points (APs) are deployed to provide coverage to the gaps of the Mobile Network 
Cells. Wi-Fi APs are deployed in every building to help maximize the coverage and capacity of 
the access network. Typically, they operate at the 5 GHz Frequency Band using the IEEE 
802.11ac standard. 

A physical deployment topology illustrating the radio coverage is provided in Figure 2. 

 

Figure 1: Athens Platform Sites Overview 
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Figure 2: NCSRD Site 

2.1.3. Site 2 - COSMOTE Site 

/h{ah¢9Ωǎ ǘŜǎǘōŜŘǎ for supporting research and development activities are located in 
h¢9!ŎŀŘŜƳȅΩǎ ǎƛǘŜ ƛƴ Marousi, Athens. The site can offer extensive data center infrastructure 
(more than 720 CPU cores, 1700GB RAM and 120TB storage space), and is interconnected 
(mostly) via 10Gbps fiber/copper links. More specifically, the setup can be split into one or more 
cloud slices (controllers/ compute nodes/ hypervisors) of various sizes, either in bare metal or 
virtualized form, and allows high degrees of freedom for customized configurations. 

In the context of 5GENESIS Facility and the Athens Platform, COSMOTE shall host edge network 
ŎŀǇŀōƛƭƛǘƛŜǎ ŜƳǇƻǿŜǊŜŘ ōȅ ǘƘŜ ƭŀōΩǎ ŎƭƻǳŘ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ and 5G outdoor and indoor 
deployments based on commercial equipment. The /h{ah¢9Ωǎ OpenStack implementation 
provides to 5GENESIS a private cloud service model, as Infrastructure as a Service (IaaS), where 
required use case VNFs are deployed. Furthermore, complementarily to the NCSRD core 
network deployment an LTE/EPC/IMS edge network is used to support the Security as a Service 
(SecaaS use case and exhibit edge computing capabilities. The setup is based on a lightweight 
4G EPC/IMS ς Evolved Packet Core/IP Multimedia Subsystem provided by ATHONET. The 
deployment is complemented by a number of small cells connected to the EPC; namely a 
ƴǳƳōŜǊ ƻŦ άCƭŜȄƛ ½ƻƴŜ aǳƭǘƛōŀƴŘ LƴŘƻƻǊ tƛŎƻ .¢{έ όFZ MBI) provided by NOKIA. Recently 
installation and configuration activities for the 5G Nokia Airscale indoor/outdoor NSA (option 
3) system has started with the purpose of integrating it with the Athens Platform for the testing 
and validation of 5G KPIs. Figure 3 illustrates the current deployment. It can be observed that 
the MANO and coordination components are installed in separate cloud infrastructure (IaaS 
cloud), and the actual mobile network is operating over two edge clouds supporting local break 
out (LBO) to enable MEC traffic redirection.  
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Figure 3: COSMOTE Site  

2.1.4. Site 3 - Egaleo Site 

Figure 4 presents the deployed architecture at the Egaleo Stadium. The RAN is composed of 
three small cells placed in cabinets providing coverage to the entire stadium.  In addition, three 
cabinets that will accommodate the 5G gNB components are already installed at the stadium. 
The stadium premises will be also equipped by small footprint edge computing infrastructure 
for the use case demonstration.  

 

Figure 4 Egaleo Site  
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It should be highlighted that the equipment used in the stadium is available only during testing. 
This means that there is no fixed infrastructure deployed apart from the backhaul connecting 
to the NCSRD site and the cabinets that host the equipment during the test campaigns. This is 
due to precautionary reasons for equipment safety. During experiments, the required 
equipment is transferred to the site and configured specifically for the event.  

 Target Deployment  

The target physical topology of the Athens platform is depicted in Figure 5. The platform has 
already most of the main components deployed and inter-connecting links are in place, 
exploiting NCSRD site as the central node. 

The core of the platform is supported by two OpenStack installations, one at NCSRD premises 
and one at the COSMOTE premises. Both installations may be seen as NFV Infrastructure with 
OpenStack Virtualisation Infrastructure Manager (VIM), able to instantiate NFV services.  

The Slice Manager and the Management and Orchestration layer (MANO) are able to provision 
network slices and manage and orchestrate infrastructure resources.  These components along 
with the Coordination layer components are deployed in the infrastructure core data center as 
virtual machines.   

The 4G and 5G Core network functions are deployed at the available NFVIs, in the case where 
the virtualized instantiation is available, otherwise in stand-alone servers. 

Finally, a small cluster is exploited by the infrastructure monitoring platform that monitors all 
components and collects performance monitoring data.  The monitoring platform utilizes 
opensource software for the Network Management System (NMS), the time series monitoring 
database and alert system.  

On the interconnection part among remote sites, the link between NCSRD and COSMOTE sites 
is realized on top of GRNET optical fiber infrastructure at rates up to 1 Gbps, whereas the link 
between NCSRD and Egaleo stadium is realized via terrestrial wireless backhaul technology 
using a microwave link at 5 GHz. The link supports speeds up to 200 Mbps depending on the 
link quality. 
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Figure 5: 5GENESIS Athens platform physical topology 

The sections to follow present in detail the components of the platform. 

2.2.1. Platform Infrastructure Layer 

Table 2 below provides an overview of the infrastructure layer components and associated 
technologies deployed in the Athens platform. 

Table 2 Infrastructure layer components and technologies in the 5GENESIS Athens platform 

/ƻƳǇƻƴŜƴǘ  tǊƻŘǳŎǘκ¢ŜŎƘƴƻƭƻƎȅ aƻŘŜ ƻŦ LƳǇƭŜƳŜƴǘŀǘƛƻƴ 

Main DC COTS servers  OpenStack / VMware ESXi 

Edge/Cloud 
Computing 

COTS Servers / SFF x86 PCs OpenStack / K8s  

EPC/5GC ECM OAI Core  

Athonet 5GC (constant evolution) 

Amarisoft Rel 15.5 5GC  

Amarisoft Rel 14 4G LTE 

Multiple instances 

5GNR Prototypes from REL and ECM 

Amarisoft NSA/SA  

Nokia Airscale System and 5G Small 
Cell (RRH) 

Commercial 5G smartphones 

Multiple instances & SDR HW 
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LTE EUTRAN Eurecom OAI / Amarisoft / Nokia 
AirScale / Nokia FlexiZone 

/ƻƳƳŜǊŎƛŀƭ пD ƳƻōƛƭŜ ǇƘƻƴŜǎ 
ŎƻƳǇŀǘƛōƭŜ ǿƛǘƘ h!L ό{ŀƳǎǳƴƎ !плΣ 
!флύ ŀƴŘ ŎƻƳƳŜǊŎƛŀƭ рD ƳƻōƛƭŜ 
ǇƘƻƴŜǎ ό{ŀƳǎǳƴƎ !флύ Ǉƭǳǎ ¦{. 
ŘƻƴƎƭŜǎ 

multiple instances & SDR HW 

Non-3GPP Access 
Networks 

²ƛCƛ улнΦммŀŎ Bespoke devices 

tǊƻōŜǎ ahbwh9 aǳƭǘƛǇƭŜ ƛƴǎǘŀƴŎŜǎ ŘŜǇƭƻȅŜŘ 
ŀŎǊƻǎǎ ǘƘŜ ƴŜǘǿƻǊƪ 

¢ǊŀŦŦƛŎ DŜƴŜǊŀǘƻǊ hǇŜƴπǎƻǳǊŎŜ ǘǊŀŦŦƛŎ ƎŜƴŜǊŀǘƻǊ όŜΦƎΦ 
hǎǘƛƴŀǘƻΣ {ŜŀƎǳƭƭΣ ²!wtмтΣ ¢wŜȄύ 
LȄ/ƘŀǊƛƻǘ  

/h¢{ ŘŜǾƛŎŜǎ ŀƴŘ {² 

2.2.1.1.  Mobile Network Technology 

The Athens platform mobile network technology is based on a multiplicity of RAN and Core 
solutions. The deployment already supports the 4G LTE Core open source implementations (i.e. 
NextEPC / OpenAir Interface EPC) as well as commercial ones (i.e. Athonet/Amarisoft). The 
evolved 5G version of the platform uses Athonet and Amarisoft 5G Core and OAI, Amarisoft 
and RunEL 5G radio.  

The Athens platform has already deployed and tested a fully operational 4G LTE based 
infrastructure that has been successfully exploited in previous 5G-PPP Phase 1 and 2 projects 
(SONATA, 5GTANGO, SESAME, and 5GESSENCE). In Release A of 5GENESIS, the initially 
deployed infrastructure was re-designed and re-deployed in order to be able to support the 
new 5G RAN and Core components for experimental purposes). In Release B, new features in 
the 5G RAN and Core are being integrated as the technology matures and components are 
made available.   

The roadmap for deploying the mobile network technologies deployment in the Athens 
platform is tentatively defined as follows:  

¶ Phase1 (integration of Release A):  
o Network planning and redesign of mobile network  
o Installation and deployment of all available elements (4G Core and RAN as well 

as non-3GPP) 
o E2E testing with 4G LTE equipment 

¶ Phase 2 (integration of Release B): 
o Deployment of 5G RAN elements 

Á Commercial Solutions: Nokia 5G NR, Amarisoft 5G NR and 5GC 
Á Partners Solutions: Athonet 5GC, RunEL 5GNR, OAI 5GNR, OAI 5GC.  

o RunEL 5G (no 5GCore supported), testing  
o OAI 5GNR and UE (no 5GCore supported), testing 
o Amarisoft 5G NC ς Amarisoft 5G gNB ς COTS UE (NSA) 
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¶ Phase 3:  
o Upgrades and enhancements over deployed components  
o 5G SA and NSA deployment integration with the MANO and Coordinator  
o Full E2E operation 

Á Athonet 5GC ς RunEL 5G gNB ς OAI UE (SA)/Commercial UE (SA) 
Á Athonet 5GC ς OAI 5G gNB ς OAI UE (NSA)/Commercial UE (NSA) 
Á Athonet 5GC ς Amarisoft 5G gNB ς Commercial UE (SA)  

Radio Access 

5G New Radio (NR), is one of the most highlighted features of 5G. 5GNR encompasses a new 
OFDM-based air interface, designed to support the wide variation of 5G device-types, services, 
deployments and spectrum. 5GENESIS proposes two alternative implementations of 5GNR, 
provided by the vendors RunEL and ECM (i.e. OAI). In addition, the Athens platform integrates 
two commercial solutions Amarisoft 5G CallBox which supports both NSA and SA 5G Core and 
RAN deployments and Nokia Airscale 5G Macro Cell. With respect to Release 2 of the Athens 
platform, Table 3 summarises the Radio Access components currently deployed in the Athens 
platform.  

Table 3 Athens Platform 5G Release B Radio Equipment Deployment 

Site Deployed Radio Access Equipment 

NCSRD ¶ 2 bhYL! άCƭŜȄƛ ½ƻƴŜ aǳƭǘƛōŀƴŘ LƴŘƻƻǊ tƛŎƻ .¢{έ όC½ a.Lύ ǎƳŀƭƭ ŎŜƭƭǎ ς IIT building /  

¶ 1 Amarisoft eNB running on x86 server (SDR) ς administration building  

¶ 1 Amarisoft eNB (USRP B210) on x86 server (SDR) ς library building  

¶ 1 Amarisoft eNB (N210) for the Macro Cell at outdoor location (high mast) 
providing coverage to a large part of NCSRD campus. 

¶ 1 Amarisoft Callbox Classic 5G NSA (3.5 GHz, N78 Band)  

¶ 1 OAI gNB (USRP N310) and x86 server (prototype) ς Laboratory / IIT building  

COSMOTE  ¶ у bhYL! άCƭŜȄƛ ½ƻƴŜ aǳƭǘƛōŀƴŘ LƴŘƻƻǊ tƛŎƻ .¢{έ όC½ a.Lύ ǎƳŀƭƭ ŎŜƭƭǎ 

¶ NOKIA Airscale System and 5G Small Cell (RRH) 

Egaleo 
Stadium 

¶ Installation of three cabins that hosts small cells providing coverage to the stadium. 

Outdoor LTE Deployments  

The Athens platform has installed an antenna array at a high mast in order to provide coverage 
in a large part of the NCSRD campus. A Kathrein 80010682 antenna is used with a carrier 
frequency of 2.6 GHz. The MacroCell implementation is based on an N210 USRP board 
connected to an eNB (x86 server) that runs Amarisoft RAN software. The installation is depicted 
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in Figure 6. Moving to Phase 3 the antenna array will be upgraded with an array suitable for 
5GNR operation at 3.5GHz.  

 

Figure 6 Macro Cell at NCSRD Site 

Indoor LTE Deployments  

The Indoor LTE deployments of the Athens platform are based initially on OAI stable software 
implementation combined with Ettus SDR cards. Details on the implementation are provided 
in APPENDIX 2: 5GENESIS Athens Platform Radio Access Products. As a legacy 
technology/infrastructure, this setup is not discussed in this document.  

In addition to the ECM OAI, 4G eNB implementations are also available using Amarisoft 
Licensed Software. Finally, commercial solutions from Nokia are also available using the 
FlexiZone Indoor Pico BTS.   

Detailed specifications of the products in use, are provided in APPENDIX 2: 5GENESIS Athens 
Platform Radio Access Products. 

Outdoor 5GNR Deployments  

At the COSMOTE site, commercial 5G equipment based on Nokia AirScale platform has been 
procured and is now being installed at OTE Academy premises. So far the electrical and physical 
installations have taken place. However, as there is a need for equipment configuration in order 
to become operational as well as proper setup of the already operational radio network, this 
deliverable will not provide details on the deployment.  

The current installation includes notably the following modules and supports indoor/outdoor 
operation with 5G NSA Core: 
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¶ 1 x AirScale BBU  

¶ 1 x LTE BTS (ASIA) ς Capacity Module (ABIA) 

¶ 1 x 5G BTS (ASIK) ς Capacity Module (ABIL)  

¶ 2 x n78 AirScale Micro RRH 4T/4R 20W (AWHQF)  

¶ 2 x AirScale Micro 4T4R B7 20W (AHHA)  

Figure 7 a) and b) present the equipment currently installed at COSMOTE premises.  

In addition to the above described system at NCSRD premises an upgrade of the MacroCell 
antenna will allow outdoor transmission for testing.  

Indoor 5GNR Deployments  

NCSRD is using two USRPs N310 for the OAI based 5G NR implementation as depicted in Figure 
8.  

 

                    (a)                           (b) 

 Figure 7 a. Nokia AirScale 5G BBU, b. AirScale Micro 4T4R 
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Figure 8 USRPs N310 utilized as gNB and nr-UE in NCSRD 

In the context of the Athens Platform, these USRPs will be integrated in a server grade 
deployment of OAI to support the future MIMO configurations in NSA and SA mode once they 
become available in 5GENESIS. In the picture, the initial tests and integrations are performed 
with powerful (i9) laptop computers. It should be noted that currently, they are utilized in the 
context of the Portable Demonstrator, as described in deliverable D4.17 ς Portable 5G 
Demonstrator2. The Portable demonstrator is considered as a spin-off of the Athens Platform 
and as such it integrates components that are tested and validated within the Athens platform 
environment.  

Additionally, during this phase the Amarisoft 5G CallBox solutions has been installed in the 
Athens Platform (Figure 9). 

 
2 https://5genesis.eu/deliverables/ 
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Figure 9 Amarisoft Callbox 5G NSA/SA Solution 

Detailed specification of the products involved is provided in APPENDIX 2: 5GENESIS Athens 
Platform Radio Access Products.  

Mobile Core Network  

The existing mobile core establishment of Athens Platform is a full 4G mobile core that 
implements 3GPP defined network functions including MME, PGW, SGW, PCRF and 
HSS. Various products are part of the solution based on their technology readiness, and the 
proper integration with respective radio access components is respectively trialed per phase.  
The targeted implementation considers the AthonetΩǎ 5GC solution, which as a commercial 
product, then can be connected to commercial OSS/BSS systems to enforce regulatory 
obligations and billing by means of standard interfaces, i.e., X1, X2 and X3 for lawful intercept 
and Bx and Gy for charging.   

In the course of the project, the core component will be continuously enhanced with the latest 
features needed for the fifth-generation network deployment. Currently the running version at 
the Athens platform fully supports NSA 5G deployment. 

Detailed information on the capabilities of the core products that are part of Athens platform 
can be found in [1] and [2]. 
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User Equipment (UEs) 

The LTE UEs used in Athens platform experiments are listed in APPENDIX 2: 5GENESIS Athens 
Platform Radio Access Products-User Equipment (UE). 

The list of prototypes 5G UEs available in the Athens platform currently is as follows:  

¶ 9/aΩǎ h!L рD bw-UE implementation with N310 USRP as radio frontend.  

¶ 9/aΩǎ h!L рD bw-UE implementation with N300 USRP as radio frontend. This will be 
deployed along with RunEL 5G NR implementation.  

Both solutions above are a prototype implementation and currently only operates is a testing 
mode and only in tandem with a similar setup of OAI running as gNB.  Figure 10 presents the 
current implementation of OAI 5G-NR UE.  

 

Figure 10 5G NR UE using USRP N300 

!ǎ ŘŜŦƛƴŜŘ ƛƴ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ²tо ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ ǊƻŀŘƳŀǇΣ ǘhe protocol stack extensions for 
5G-NR UE will be made gradually available throughout the different phases of 5GENESIS, 
starting from the physical layer (phase 1) and continuing with the rest of the RAN protocol stack 
(MAC, RRC, PDCP). The current implementation supports operation without a core (i.e. no S1 
interface) between a set of OAI equipment running gNB and UE respectively.  

In addition, a commercial 5G UE is available, namely a Samsung A90 5G mobile device that 
supports 5G NSA configurations with TDD transmission at frequency bands n41(2500 MHz) and 
n78 (3500 MHz). Figure 11, presents the UE while under video streaming using 5G mobile 
network operated by Athonet core and Amarisoft 5G RAN.  
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Figure 11 Samsung A90 5G (NSA) 

2.2.1.2.  Main Data Center 

The Main Data Center (DC) of the Athens platform (see Figure 12) lifts the burden of hosting all 
the Coordination Layer components, the Slice Manager and all the MANO Layer components 
(i.e. NMS, EMS, NFVO etc). In addition, the Main DC also hosts the integration environment that 
will used during WP5 integration activities. Moreover, it is also hosting an NFV infrastructure 

 

Figure 12 NCSRD Site (left) and COSMOTE Site (right) Main DC 

 














































































