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Disclaimer

The information, documentation and figures available in this deliverable are written by the
5GENESISonsortium partners under ECfoimancing (project H2020CF815178) and do not
necessarily reflect the view of the European Commission.

The information infi KA & R20dzYSyd A& LINPQGARSR dala Aaésx |
that the information is fit for any particular purpose. The reader uses the information at his/her

sole risk and liability.
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Executive Summary

This deliverable describes the trials and experimentation results from the first integration cycle
of 56GENESISpcoming versions of this deliverable will describe the trials and experimentation
results from the second integration cycle (D6.2, M21) andhind integraton cycle (D6.3,
M36).

After defining the KPIs to be validated and the metrics to be measured, the core of the docu-
ment describe# detailthe selectedfourteen primary test cases and testing procedures

Finallythe deliverablgresents the measured results of the experiments performed at the five
platforms(Malaga, Athens, Limassol, Sureayd Berlif run by the 5GENESIS consortium
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1. INTRODUCTION

1.1. Purpose of the document

During thdastyears, standardisation bodies, industry alliances and regulatory bodies have put
a lot of effort ito defining the services 5G networks shall delielditionally, they have de-
fined the Key Performance IndicatofkPIs]1] and target valuess part of a quantitative as-
sessmentAll these efforts have led to a number of restittst are indicativeobjectives to be

met by operational 5G deploymenj.

In this context, the aim dhe 5SGENESI8o0jectis to evaluate various 5G equipment and net-

work deployments (such as those comprising the H@GENESIS platforjngowards the

I OKAS@SYSyild 2F GKS YtLaAaQ GFNBSGSR @I tdsSa éAi
work deploymentsAdditionally, thisassessment will allote identify the critical parameters

that canimpairthe achievement of tbse targetssaluesn future, commercial 5G deployments.

For the purpose of avoiding multiplication of work, and depending on the specific technical
characteriics of each 5GENESIS platform, work related to KPIs evaluation (investigation of crit-
ical factors, and testing) has been divided between the five platforms

This deliverable describes the trials and experimentation results from the first integrateon cycl

of 5GENESIS. Upcoming versions of this deliverable will describe the trials and experimentation
results from the second integration cycle (D6.2, M21) and the third third integration cycle
(D6.3, M36). To better depict the progress conducted, it is exgeloait those documents will
maintain the same structure as this deliverable.

1.2. Structure of the document

This document is structured twelve sections andour annexes. A brief description of each
sections follows.

Sectior? describes the measurement conceputd methodologysed and defines a number
of terms used in later sections of the document. It provides the statistical background for the
post processing of measurementommon to all test cases.

Section3 provides an ovetew of the KPIs provided by BEP, describes the methodology
used and introduced the general results template used for all experiments.

Section4 gives the specific definitioof an abstraction of those 5BPP KPIs, which, in the
framework of 5GENEY = (G KSe& IINB .1y26y la daaSUiUNRO&¢

Sectiorb provides a detailed description of every individual test, includiiogmation about
the target KPIthe methodologythe alculation process and outpuhe potential omplemen-
tary measurementghe pre-conditionsrequired as well as the@plicability andest casese-
quence.

Sectiorb gives a short overview of the traffic profiles used.

The subsequerdections/ to 11 give descriptions on the experiments performed at each of the
five platforms used iBGENESI®Malaga, Athens, Limassol, Surrey and Berlin) and the results
obtained.
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Sectionl2includes the conclusions.

The annexes provide background information on energy efficiency specificdimassess-
ment of energy efficiency of Cloud RAN (CRAN) netvasrkgell as a reference to confidencial
measuraments conducted in ppemmercial 5G equipment

1.3. Target Audience

The primary target audienc# this first WP6 deliverablencompassemdustry and standard-
ization stakeholders, allowing theémvalidate the 5G KPIs, based on the description detie
cases and the subsequent experimentation results fronfitbeintegration cycle, providing
the joint evaluation of the results obtained from the experiments in the different platforms.

As the approach is based on industry best practicesgé¢tiverables best suited for industry
stakeholders, although notrited to them.

Other stakeholders that can benefit from the document include:

1 Standardisation organizatisn
Where the test cases can fothe basis of test suites
1 European Commission
To evaluate the conduction and results of 5G experimentation.
1 Academiand research stakeholders
As basis for design decisions for 5G based frenmks and applicatioadevelopment
1 Nonexperts interested in 5Gpportunities
To understand the capabilities and limitations of 5G technology
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2. MEASUREMENT CONCRRDMETHODOLQG

2.1. Measurement system vs. device and system under test

Any solid interpretation of performance measurements requitd®ughdescription of the

full measurement environment encountered while performing the test. Such a desgription
genera) distinguishes between the system or equipment evaluated and the testing or meas-
urement environment used to conduct the evaluation. Asthe followinglefinitions hold:

1 Measurement systen©ne or more measurement devices and any other necessary sys-
tem elements interconnected to perform a complete measurement from the first op-
eration to the end resultl] [3].

1 Device under test (DY The device to be placed in a test fixture (meas@nt system)
and tested1]. Usually, a single device being tedt&d

1 System under test (SUR)system of devices, i.e., a Sfjecombination of DUTSs, being
tested at the same timg3]. A SUT mag especially for virtualized network environ-
ments or software, include the computer system hardware and software on which the
implementation under test operatgs].

In general, when reporting results of a performance evaluatatnt be a full enedo-end (E2E)

5G KPI evaluation or the KPI evaluation for a specific (sub) syfsteBG deployment an
appropriate description of the full measurement system should be inchutdddocumenta-
tion of the measurement system shoqiifl applicable; include the view of a potential virtual-
ized network environment and placement of tineialized network functions and the underly-
ing physical componeniss especially the latter may impact the performance results observed
for a given SUT or DUT.

The following example illustrates the interaction and influence of the virtualized netwark vie
of a measurement setup with its underlying physical view.

Figurel andFigure2 illustrateexactlythe samemeasurement system, whidf used taassess

the performance of a sualized 5G Cordn the first measurement setup, the measurement
probes as well as the SUT, i.e. the 5G Core, are all placed in the virtualized network environment
on the same compute and storage (bare metal) device, whereas in the second setup, the two
probes and the SUT are each placed at different dekoasithe virtualized networloint of
view,both measurement systems have exactly the same properties: all components are directly
attached to the same network and the test data flow goes from thegfiobe to the 5G Core

and from there to the second probstill,exactlythe same KPI evaluation (e.g. measuring the
delay or throughput of a connection via the SUT (5G core) may result in completely different
results.

Thereason for that differences the different physical architecture of the underlying physical
infrastructure. Whereas in the first setup results are mainly impaired by the performance of
0KS a02YLJziS FTyR aGa2N)r3IS y2RS om0é O60GKS RI
componei 0 X (UKS RIGF Ft2¢6 Ay (KS &aSO2yR aSidzl Kt
OMUE 2ABMINIOKE SIRT G KS & 02 Y Lkad then bwérithe eadvatdthlad S v 2 R
spineswitch,to another leafswitchand, finallyi 2 G KS & 02 Y Sldzy &8 RISiyeR o & & NJ
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the properties of the physical infrastructuresults are impaired biype number of intermedi-

ate hopspytheO2 Y LJdzG S OF LI OA (@&
link capacity. Note that the Gbps capacity of the last switch and link is by nature limiting a

2F |

ft @

K NB SbytheO 2 Y LJdzi

potential throughput measurement toGbps.As such, a description of the measuesnset

up should always include both, the virtualized network view, and therbera, physical in-

frastructure view.

Measurement

System Under

Measurement

Device / Probe Test Device / Probe
UE & gNB Emulator 5G Core . Sfef_”’esf ;
Traffic Source (virtualized) Latticotn

Virtualized Network

Open Stack

Measurement
Device / Probe

UE & gNB Emulator
Traffic Source

100G FiberComPute & Storage
(2)

100Gbps Switch

System Under
Test

10Gbps Switch

5G Core
(virtualized)

/ c:!pme & Storage
3)

1G Copper

1Gps Switch

Figurel Example measurement system: clustered virtualized components.

Measurement
Device / Probe

Server
Traffic Sink

Test Data Flow

Test Data Flow

Virtualized Network

Open Stack

~
Test Data Flow smpute & Storage Compute & Storage
(3)

1G Copper
100G Fiber
1Gps Switch

Figure2 Example measurement system: distributed virtualized components.
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2.2. Accuracy vs. precision

Oneof the main objectives of this document and, generally, of thekwarried out in the
framework of WP, is tdescibe avell-defined strategy to conduct measurement campaigns
and to report the obtained measurement resultsthis context, it is essential to distinguish
betweenaccuracyandprecisiorwhen reporting measurement results.

The IEEE Standard 100 definesaccuracy: & hednlity of freedom from mistake or error,

that is, of confornty to truth or to a rulé, and precisiont & hedyuality of coherence or re-
peatability of measurement data, customarily expressed in terms of the standard deviation of
the extended set of measurement results from adefined (adequately specified) measu

ment process in a state of statistical corgreb

Figure3A f f dza G NI 1S&a GKS NBflFiGA2y 0SGsSSy | OOdz2NT O
NEaSyld (KS$ta3ymSyiNHbS glivdzéaadsaae WKKEI &2 8 M
actual values measured by the experiment. Thus, accgtadyd 2 Yy 2 (' S Rgdssesses (i NUzS y
K2g Oft2aS I YSIFadaNBYSyd Aa (2 GKS O2pdNBS OG0z A
sionof a measurement systemalso sometimes referred to as a gauge of repeatability or re-
producibilityg representshow close the agreement is between repeated measurements (

repeated under the same conditions). Idealyneasurement system (or device) is both accu-

rate and preciseleading tomeasurements all close to and tightly clustered around the true

value.

4

High /TN High
- i) 3
/\ i JI“\
g § A 24!
< ) - < gy fmmm| g, g
' AN
Low Low
Low Precision High Low Precision High

Figure3 Relation between accuracpéprecision.

In generalit is always a challenge neeasue a KPI to assessSdJ Ttogether withthe necessary
consideration of accuracy and precision of the gained reJukésprecision of the measure-

ment results can easily be quantified, e.g. by repgrstandardieviation or confidence values.

However| 43 SaadaAy3 GKS | OOdzN»y O&8 NBIljdzANBa (KS (y2c¢
the time unknown (as the goal of the measuremettésquantification othe latter).

In addition, the assessment of a 5G E2E KPI highly depends on the considered SUT, which in
particular does not only include specific 5G components such as radio access and packet core,
but also the underlying testbed infrastructure of a specific experiaientsite, which includes
characteristics of the network connectivity, switching capacity, and virtualizaiton aspects spe-
cifically found at a facility. As such, comparing results of a 5G KPI assessment conducted at
different 5GENESIS facilities, or eveoag diffentt CF17 testbeds (i.e., 5SGENESISBEE, or
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5GVINNI) needs a proper methodology. One approach is proposed, consisting of the so called
GOFEtAONYGAZ2Y (Sada¢é¢ FyR 2F GKS ljdzr yGAFAON (A2
is folloned by 5GENESIS and is described in the following section.

2.3. System Validation

The 5GENESIacility comprises diive platformsand one portable demonstrator each one

with different infrastructure deploymestsystem capabilities, deployed services and oreas
ment tools. The5GENESK80ject aimsat facilitatinga unified facility under the umbrella af
Coordination layer. The comparte of the Coordiation layer, which are instantiated within
eachplatform, are responsible for the KPI validation and use danonstration.The5GENE-

SIS experiméation methodology employs two ways to ensure the validation of proper opera-
tion of the testing infrastructure and probe elements prior to execution of a test case. The first
one, namely calibration, is more thoroughd is defined specificalya severaseparate test
cases. The second on@amely operational validation, is expected to require prior manual val-
idation of the proper operationf the testing infrastructure.

2.3.1.Calibration tests

For any thorough system duation, literature suggest a measurement methodology in which
two out of three evaluatioprocedures; namely analysis, simulation, and measurentgste
independently employeg4]. In the case thabnly measurements are apgdi, the involved
toolchainundergoes &alibrationtestin which the SUT is a strippddwn, well known compo-

nent having known properties. Ideakyich a calibration test is conducted for each KPI to be
evaluated andisedfor each measurement system (i.e. toolcheama involved infrastructure of

the testbed. If such calibration measurements of the same (simplified) system under test pro-
duce comparhle results for a given KPl when measured via different measurement systems,
alsopreferably by different persorat different platforms, results may be assumed to be accu-
rate within the precision limits of the given calibration measurement.

Calibraton tests do not necessarily represent a scenario thetracterizes reatworld use

case, butan be seein general a an extremely simplified experiment, which allows to obtain

a baseline performance of the underlying SUT. This allows, in particular,ite @dkorough
interpretation of the outcome of any 5SE2EKPI evaluation. For example, a measurement of
the achievable throughput might result for one experiment conducted on one testbed a value
of 15Gbps while the same exgsiment conducted at anothegdility results in 1@bpseven

though both experiments involve the same 5G new radio components and the same 5G packet
core. An adjunct set of calibration tests is cabable of quantizing the characteristics of the un-
derlying infrastructure possibly showitigat one platform is limited to 1Gbpsdata through-

put regardless of deployed 5G components, whereas the other is capable of handlBigp$00
data. Thus, even though both platforms can report that the given 5G KPI is met, the calibration
tests allow toprovide an interpretation of the measurement data to state that theGbps
throughput limit characterizes the 5G componeats the underlying system does not impose
any performance limitiations.

As such, a poper set of calibration tests does not onbMathe assessment of the underlying
testbed infrastructure, which can potentially impact the outcome of 85EKPI| assessment,
but also includes a very simplified testcase for anfBEKPI, which every testbed caasgy
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run to have comparable resslamong testbedsegardless of further experiments that char-
acterize the KPI for a specifc «sese or vertical application.

The following example illustrat@s detail suchmethodology for such a calibration measure-

ment for assessing the rousdp time (RTT) imposed by a SUT.

¢KS YSIad2NSYSyid aeadasSy O2yairada 2F Go2 AyadN
municate over the SUT. Two different measurement systems are used: for the first measure-
YSyid aeaidsSys GKS Of A Stfelsenteritd probieih&TTand thifrgsdts (0 S a 0 €
2T GKS daLAY3IE | NB RA MNpplratorror the e®yd mpadzitemdnNE Y
system, ping is also used to trigger sending packets from the client to the server, but a packet
capture tool is used teecord the time between the ICMquest emitted at the client and the
receivedCMPresponse in order to calculate the RTT.

C2NJ GKS OFfAONIGA2Y YSIada2NBYSy (> diektigco-! ¢ A a
nected, e.g., via an Ethernet cables&ts for the calibration show that independent of the

used measurement system, the measured average RTThis Oidividual measurements are

all in the interval of [0.81s; 0.9Ya 8 ® Yy 2g¢gAy3d GKIFG GKS {!'¢ A& a
caused by the ovlead introduced by the measurement system itself. Thus, the calibration
measurement shows that the measurement system hascaaracy of Insin the worst case

and produces precise results withirpd ms interval. Note: two independent measurement
systemd JNBP RdzOSR (G KS alyYS NBadzZ G F2NJ 6KS aSvyLlieé

Now assume that the same measurement system is used to assess the RTT of a, e.g., router of
firewall between client and server. Results show, e.g., a measured RT§ §DHms). Con-
sideringthd OOdzN> O 200G AySR o0& GKS OFfAONIGA2Y YS
RTT introduced by the SUT is withim§; 8ms] r0.5ms precision interval. As accuracy is in

general reported in percent, the resulias a 12.5% accuracyr(s/8 ms).

Forcompleteness, it should be mentioned that a calibration measurement might not be nec-
SaalNE AF GKS daiGNYzS QI tdzsS¢e¢ Aa (y20y®d® ¢CKAA Aa
if the SUT (more precisely a device under test) is placed atkenaelhlocation for which the
GUONHzSE LIaAGA2Y Aa 1y2ey OAl Dt{ O22NRAYIl (S3
mation reported byhe RS @A OS Yl & 6S RSNAGYSR o6& O2YLI NRy3
of course, the error in accuracy for the Gi8rmation itselfshould be considered as well).

2.3.2.0perational validation

In general, the operational validation can be considered as a strguyea calibration test,

which only validates the pure operation of the fascility. For example, a simplegiingght

0S O2yRdzOGSR @Al Gg2 O2YLRyYySydGa Ay 2NRSNI (2
to a thorough calibration test, operational validation does not quantify the performance of one
ore several components of the underlying system.

2.4. Postprocessing of measurements

To analye and validate 5G KPBEGENESISrgets the automatic execution of a large amount

of experiments. Given a KPI, its evaluation is carried out within several test cases, which differ
in terms of infrastructure configunains and network conditiongach test caseontains sev-

eral iterations of a single testhe test isepeated over a statistically significant number of
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iterations. Overall, this allows to gepeecisepicture of the KPI, an understand its behav-
iour across heterogeneous scenarios, which are given by the different test cases.

A full yet concise picture of the results of trials and test cases is thus needed; for this reason,
the collected measurements are pgsbcessed, and relevant statistical indaratare evalu-
ated and reported as final outcomes.

The same methodology for the evaluation of the statistical indicators is applied to all the 5G
KPIs targeted b§GENES|9resented in detail in Sectiodsand 5, and for this reason the
methodology is presented here in a general form.

The following terminology is applied in this document:

1 ExperimentA set of one or multiple test cases.

1 Test caseA description of the predure on how to evaluate a metric. A testse con-
tains several iterations (replica) of a single test. Based on executing several replicas, a
test case allows to quantify the precisafithe reported resuf(ts).

1 Test A ®t of one or more measurements that result in a statistical quantizafien
metric, i.e., atest is a single replica/iteration.

1 Iteration / replicaOne execution of a test as describethiatest case

2.4.1.Sample vs. population aftlinning independent replicas

The main goal in assessing the performance (heeZH&PI1) of a 5G ggs$n is to quantify the
universal behaviour of the SUT. In theory, such SUT can be described as a stochastic process,
which is unkown, i.e. its parameters cannot be stated. To accurately characterize this process,
one would have to consider an infinite nuentof drawings or measurements (population rep-
resenting the process). Such an infinite number of measurements would allow to fully charac-
terize the process, e.g. via the mea(of the populaton}4].

In practice, it is impossible to conduct an unlimited set of measurements. Instead, a test with a
finite number of measurements (samples from the population) is conducted and the statistical
characteristics of such a test, in this example the sample ajgarikely to be different form

‘. Even conducting several, independent replicas of the test will result in different values of the
sample mean. It is important to distinguish betweentthe, i.e. population mean vs. sample
mean, as the former is a fixed value whereas the latter is a statistic random variable. Following

the law of large numbers, the mean of several sample means) i.e.B dof, from a large

number of tests should be de to‘ , and will tend to become closer as more trials are per-
formed.Besides follow a normal distribution, which allows to quantify the precisicf

stating confidence intervals even for a limited number of tests using the Sflidkstributon
characteristicsFigure5 illustrates this methodology, which in literatusealso refered to as

Gol OK YSIya k AYRF4I8 RSY (G NBLIX AOF Fylfearasé
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Unknown distribution Normal distribution
(of population or samples) (of statistical properties)

| | Single sample

(measurement)
Singl 8 Calculation of [7Sample_mean
——Mgg;::z::t]—b statistical properties
of samples [——95%_percentile
Single sample
__(measurement]
Single Test Calculation of —Samwgf:nr:(:ans
mean -
of statistical Precision value
property | (.. 95% confidence interval)

| | Single sample
(measurement) L samol |
Calculation of ample_mean

—» statistical properties

of samples ——95%_percentile-|

| | Single sample
(measurement)
| Single sample
(measurement)

Population describing the SUT

Mean of
95%_percentiles

Single Test Calculation of

mean
of statistical | Precision value
| | single sample property (e.g. 95% confidence interval)

(measurement)

N2V

Calculation of Sample_meangy

— statistical properties
of samples ——95%_percentile

| | Single sample
(measurement)

VA

| Single sample
(measurement)

o

Single Test

Test Case
(here: experiment consisting of a single test case with three (3) replicas

Figure4 Example obatch means / independengplica analysis

2.4.2.Calculation process for reported KPIs

As highlighted above, a single test case, focused on the evaluation aban KPpredefined
scenaride.g., the evaluation of the throughputder specific network conditions3, repeated
for a rumber of Gterations Then, within th&Q iterration (Q phB K, a number ob samples
of the KPI are collected. A single KPI sample collected duriity ileeationin the followings
referred to asoy, (withé  phB H)), while the entire st of samples collected during the same
iterationis denoted by the vectar . The statistical indicators for eatération, are then com-
puted, as reported ifablel.

Tablel Statstical indicators for a single iteration

Indicator Notation ‘ Formula
Average . P .
(Mean) o 5 o
Standard p } .
deviation ne g wn oo
c P OE 01 AA
| A ~ - OE — OE
Median o] AA 0 AOAI
w q .
(Samples in ascending orded) O Ehdicates the sample &
the @ position in the ordered vector)
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n o, A
n%-Percentile o n’ OE
0P (Samples in ascending ordet) O Endicates the sample 3
TR pTT the & position in the ordered vecto@Ondicates the ceil
ing operator (the least integer ©))))
Minimum o ET i Ele
Maximum o A2 i A@®

The statistical indicators computed for each iteration are then used to compute the statistical
indicators of the test case, for which tit#erations were executed. This is done by averaging
the indicators for each iteration over the amount of iteraioBenoting as‘oooftfé generic
statistical indicator for th& iteration, the corresponding value for the test caié®,ifthen
obtained as follows:

apOAoP 0040

0

Moreover, since each statistical indicator of the test case is compstesh average over a
limited amount of Gamples, @ Confidence Interval (Cl) can be adopted to denote the pre-
cision of the provided outcome. In particular, the 95% Cl is widely used, and defines an interval
containing the true value of the sampledlizator, i.e.,¢f ©Afth 95%probability. The Cl is
usually evaluated using a Studdntlistribution (in particular when the number of samples is
low) with a number of degrees of freedom, denotedbagqual to the number of available
samples minus one, resultingin "O pin the present casgl]. The following indication, for
each statistical indicator of the test case, can be then given as final outcome:

o OAG ” '\_
@

where:

- @ isthe secalledovalue (ordscore), which depends on the Cl being evalu@abd4
in this case) and, and can be derived from tabular approximations of the Stud@lent
distribution;

- is the standard deviation of the vecter , containing the outcomeso  of

the statistical indicator under analysis for each iteration, which are used to derive the
corresponding indicatai®® © 61the test case;

- ? is the secalled standard error.
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3. INTRODUCTION OKP$ AND EXPERIMENTATION
METHODOLOGY

3.1. Introduction to 5GPPP KPIs

To date, standardisation bodiesch as 3GPP, ETSI and &BUvell asndustry alliances and

regulatory bodies have put a lot of effort in defining the services with the reqQuatity of
Servicev 2{ 0 (G2 06S RSt AOSNBR o0& pD ySig2N]laz a ¢
and capabilities required for this pur@od o this end, various KPIs and target values have been
defined to assess the 5G infrastructure (user and network equipment capabjbids)
[66][67][68][69][70], the services (network services and application services delivered over 5G
infrastructuresf71]F YR pD ySig2N] RRBLIX 28YSyidaQ ljdz ft AGe

As part of the strategy of the European Commisgigti. collaborative funded research pro-
jects the research results are intended to shape 5G standards, to validate relevant spectrum
identification and to support a global 5G vis[8h At this stage of development (KL7T), the
resulting infrastructures will be used to validate the technological mptioa full system con-

text, and to extract results regarding their capacity to deliver future, commercial 5G network
deployments with performance meeting the aforementioned KPIs targets.

To this end, significant advances have been achieved in previcRiBBGhasd8], where he
KPIs and corresponding evaluation procedpreposed in the collaborative work so far can
be used to harmonize evaluation resutsning fromdifferent sourcesThe overall goal is to
facilitate a fair assessment and comparability of the diffarsitnical concepts considered for
5G.

The recenbGPPP Test, Measurement and KPIs Validation Working Group WhitE2Ppgmer

vides aunified vision on the Test and Measurement topics for 5G, allowing for common proce-
dures and terminology and provides substantiated answers to morddvighrelevant ges-

tions.

At the same time, in the context of &P activities (projects and collaborative works) the
AYVFNF a0NHzZOGdzNBE FyR aSNIBAOS&AQ YtLA RSTAYSR oe@
been compiled From this exercis¢he highlevel, operabnal, 5G network deployment KPIs

have been derive[¥ 3]. These 5eetwork deployment KPIs essentially reflect the network ser-

vice deliverpbjectivesandrequiremerts expected fronoperationabGnetwork deployments

They can be translated as requirements to be fulfilled bpéheork operators as stakeholder
undertaking the role of delivering the network deployments, either enfdogeegulation or

by the markethey addressirrespective of the underlying technological specifics of the system

that is deployed.

All the abovementionedfforts have led to a number tdrgetresults beingthe definition of
the KPIs and objectives to be met by operational 5G deploymestsowas inTable2.
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Table2 5GPPP KPIs and Target Valoed\Etwork Deployments

1. Absorb 1 Tbps in the equivalent to a smart office (I&/Kin?)
2. Reach a peak data rate between 1 andsips for specific deployment sc
Target narios and use cases
3. Deployment and operation of 10 small cells pet,land support of 1@Gbps
per Remote Radio HeaBRHlin access domain
Ubiquity
Speed
1. Stationaryandurban pedestriants km/h
Target 2. Urban vehiculai30km/h
3. Vehicular high speed300km/h

1. Xm n E2Hdata plane)
2. 2 ms on the air interface (radio interface)

Reliability

>99,999%

Density of users

Target

Target Between 10.000 and 1.000.000 devices petfemspecific use cases

. locatonaccuracy
Onemeter (1m) in 99% of the cases
Energy efficiency

>50% reduction in energy consumpti@C)n comparison to already availak
technology @r specific network components)

Target

Service creation time

Decrease of service creation time by at least one order of magnitude, com

Target | to 4G. Clear improvement of the level of automatd service related processe

i.e. activating group communicationshiission critical servicgsMCS)
Networkmanagement CAPEX/OPEX

>50% decrease in network management CAPEX/OPEX,sse@ddsefeedbac

!y from operators

The aforementioned KPIs are of target for operational 5G deployments, which will be exten-
sively deployed during the coming yeanspported by key ICT European players. The aim of

5G experimental deployments, such as those 5GENESIS fosters, is to investigate to which extent
the currently available equipment can achieve the performance that is expected for operational
5G networks. Ithis process, 5GENESIS will identify the shortcomings of the current technology
and set the path to tkle them.

In this regard, 5GENESIS has dedicattiedt to define an experimentation methodolqgg-
cluded in deliverable D2[32], which addressethese (or aspects of these) KPls homogene-
ously, irrespectively of the underlying system specifibgs methodology is revised in Section
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32 yR O0ONAy3a F2NBI NR GKS 02y OSleval defirfiontobtie i NA O€ :
target meastement parameter(s). A detailed definition of the 5GENESIS metrics is included in
Sectiord.

3.2. Experimentation Methodology

In this deliverable we revisit and refine BBENESEXperimentation methodology, which was
initially described in deliverable D212]. This section brings forward a more mature method-
ology, which has been signed to facilitate the execution of a series of tests and to allow for
the validation of the 5&PIlsand the verification of 5G technologies withEZEapproach.

The key concepts of tf®GENESEXperimentation methodology were the following:

1 the expemment descriptor, which contains all the information required by the plat-
forms to run the experiments.

1 the test cases, which defines the KPI targeted during the experiment, the procedure
and the measurements that have to be collected in ordeatmlate the KPI.

1 the experimentation scenarios, which details B#conditions for running the exper-
iments, such as the mobility and the location of the User Equipment (UE).

1 slice configurations, which detail tB2Eresources allocated for the executiof the
experiments.

Within the5GENESEXperimentation methodology, the tertna S (i rdf@rsdc a generic high

level definition of a target quality factor (attribute) to be evaluated, i.e., a definition independ-
ent of theunderbyingsystem, the referece protocol layer, or the tool used for the measure-
ment. A metric is the umbrella for the definition of more specific KPIs. The list of metrics con-
sidered by the prect are defined in Sectioh The template for defining a Metric is shown in
Table3.

Table3 Metric template

Metric Name -ID number

Metric Definition

1| Here goeshe definition of the metriovhichrefers to a generic quality factmdependent of
the underlying system amdthe layerin whichwe are measuring it

3.2.1.Experiment descriptor template

The Experiment Descriptor template tie§ Sy dzLJRIF § SR gAGK | ySég FAS
Metric(s). This field includéhe list of Metristargeted in the experiment.
Moreover, there are other minor changes in the Experiment Descriptor template:

1 Network Services (NS) descriptions Haeenincluded as part of the slice description
(see rowList of Slice Configurations to be establighed

1 The parameters related on the definition of custom experiments are now part of a
O02YY2y asS OS8etahdary ibputfreiuirét] foticustom experiménts

The updated Experiment descriptor is showi @&ble4.
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Table4 Experiment descriptor template

Experiment Descriptor

-ID number

Information required to uniquely identify the experimen
o L ; Owner ID
b20S MY B {SOdzNAue al yl 3
and privacy data related to trexperimenter) Organization 1D
Note 2: Each experiment shall include all the combinati Platform 1D Mandatory
of the target metrics/test cases/scenarios/slice configuf
tions listed in the following fields of this form. (one targ
metric linked to one test case, for a specific scenario ar _
. . L . . Type of experiment
slice configuration is the minimum requirement for a co
plete experiment).
List of the Target Metric(s) Metric ID1
Selection of the metrics (identified by IEspeted by the
experiment. Mandatory
(see theMetric Template
List of Test Case(s) to be executed Test Case ID1
Selection of the test cases (identified by IDs) to be use Test Case ID2
the experiment.
X
Note: A test case includes ¥Bkociated Information (KP
o ( Test Case IDi Mandatory
definition, measurement methodology, complementary
monitoring needed, etc) linked to a metric from the list
the field above. X
(see theTest Case Template
List of Scenarios to be considered Scenario ID1
Selection of the Scenarios (identified by IDs) for which Seerae 5
test cases (selected in tipeevious field) will be executed
X
Note: A scenario includes information related to all the Mandatory
rameters that affect the values of the KPIs to be measu Scenario IDi
network deployment ath environment conditions, etc.
X
(see theScenario Description Template
. . . . . NSD ID 1
List of Slice Configurations to be established
o ) i i . Radio Conf
Definition of the Slice templates (identified by IDs) that{ Slice ID Mandatory
required for the experiment(s). Extra pa-
rameters
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(see theSlice Configuration Template X
Slice IDi Config
X
SliceDi Conf
X
Traffic Description Template Traffic sources Optional
(at least one traffic source or service type should be _ .
specified) Service Type Optional
Mandatory
UEs identification (unattended
experiments)
Secondary input Mandatory
Application under test (unattended

required for custom experiments )
experiments)

Intermediate reporting of KPIs and Time betw]
intermediate reports

Optional

3.2.2.Test case template

The testcase specifies the conditions of the SUT,pieeedure to execute the tests, collect
the measwements and compute the KPIs.

The €st case template introduced deliverableD2.3 has been updated by renaming some of
0KS FAStRa>X FR2dzAGAYy3d GKSAN O2y (Tesfpiocddyér | R
KIa 0SSy NethotologiR 0y2R ai KS aSljdzSyO0S 2F | OGAz2
tion of the test case has been moM® a newF A S R Tgst Cése Bequenced Méts ¢
odologg Ay Of dzRSa { K Sequiv&iBGuimbeNdf ilefattoys, tieTnonitdtigy time,
the monitoring frequencyS 1 O® ¢ KS FASE R avYtL O2YLXzil A2y L
2dz{ Lz ¢ KIF a 0SS $edOYSNBRR aX ¥ t 10dz & d AFmafly, thibe? O S a &
new fields have been ddd:
1 Complementary measurementShe measurements specified in this field arethe
maintarget of the test caséut can be usefuvheninterpreting of the outputs of the
test case.

9 Preconditions To ensure that the test casare executed in the sanenditions this
field specifies the conditions that need to be met by the SUT before the execution of
the test case.

Applicability To verify whetherthe test case is applicable to the $Sthis field includes the list
of features and capabilities that@lld be supported by the SWwhenexecuingthe test case.

Table5 provides the final test case template used in this deliverable to specify the test cases in
Sectiorb.
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Table5 Test case template

Test Case Template -ID number -Related Metric ID

# Description of the fields to be completed

Description of the target KPI

Here goes the definition of the target KPI. Each test case tardgtsne KPI (main KPI). Hov
ever, secondary measurements from complementary KPIs can be added as well (see fiel
1 template). The definition of the main KPI specializes the related target metric (the ID of
lated target metric is declared ing first row of this template). More precisely, the definitior]
the main KPI declares at least the reference points from which the measurement(s) will

formed, the underlay system, the reference protocol stack level etc...

Methodology

2 | Here theacceptable values for the monitoring time, the iterations required, the monitoring
guency, etc., are declared. The reference to the calibration test is taken from the test cas
to facilitate the comparison between measurements.

Calculation pcess and output

3 Here goes information related to the calculation process required. This is information m
clude details related to the underlay system. Here goes also the Units of the meti
potentially a request for first order statistics (Mitax, etc.)

Complementary measurements

41 A secondary list of KPIs useful to interpret the values of the target KPI. Getting these m
ments is not mandatory for the test case.

Preconditions

Any requirement that needs to be done befesescutiorof this test case. A list of test specif

5 | pre-conditions that need to be met by the SUT including information amuipment configu-

ration, traffic descriptori.e., precise description of the initial state of the SUT required to s
executing the tessequence

Applicability
A list of features and capabilities which are required to be supported by the SUT in or
to execute this test (e.qg., if this list contains an optional feature to be supported, then {

test is optional)

Test Cas&equence

7 Specializes the measurement process (methodology) of the metric for the selected unde
tem. Measurements points and measurement procedure specification.

3.2.3.Scenario

¢ K SO S| dedicéptwas introduced ieliverableD2.3 Howeverthe template was not
provided.This deliverablgorovides a detailedcenario template. The current version of the
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scenario template inclugeadio configuration parameters. In future deliverables the scenario
template will be updated with parartexs from the resbf thecomponents of aik2Enetwork.
Theparameters that are part of the definiton of the scenario are different from tbpeeified

by the slice. The parametersfohed in the scenariestablishthe working point of the network
and thelocation and mobility conditions of the UE.

The scenario template is meant to be a guideline for the definition of netseerkarioso
reproduce realistic conditions in which to perform the test caBeslistof parameters shown
in Table6 stems from a deep investigation of the radio parameters that daffect the per-
formance ofthe KPIs under test . Depending of the platfaimese parameters could be con-
figurableor not. The configuration of these parameteraot mandatory.

Table6 Scenario template
Scenario Description Template -ID number
# Description of the fields to be completed
1 Radio access technology
4G,5G
2 Standalone / Noistandalone (if applicable)
3 Cell Power
Frequency band:
4 Sub6 GHz
mmWave
5 Maximum bandwidth per component carrier

50 MHz, 100 MHz, 200 MHz, 400 MHz

Subcarrier spacing
6 Sub 8GHz: 1%Hz, 30 kHz, 60 kHz
mmWave: 6(kHz, 12kHz,240kHz, 480 kHz

Number of component carriers

7 Maximum number of CC = 16 (5G)
Maximum number of CC =5 (4G)
3 CP
Cyclic Prefix: normal, extended
9 Massive MIMO

Number of antennas on NodeB

MIMO schemes (codeword and number of layers)
Thenumber of codewords per PDSCH assignment per UE
o 1 codeword for 1 to-4hyer transmission
10 0 2 codewords for 5 to-Rwyer transmission.
DL DMRS based spatial multiplexingBMO/MU-MIMO) is supported
0 At least, the 8 orthogonal DL DMRS ports are support&UidiMO
0 Maximum 12 orthogonal DL DMRS ports are supported felINAO

11 Modulation schemes
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Downlink QPSK, 16 QAM, 64 QAM, 256 QAM
UplinK QPSK, 16 QAM, 64 QAM, 256 QAM
12 Duplex mode
FDD, TDD
13 TDD uplink/downlink pattern @jpplicable)
0.5 ms, 0.625 ms, 1 ms, %.hs, 2 ms, 2.5ms, 5 ms, 10 ms
14 Contention based random access procedure/contention free (if applicable)
15 User location and speed
3.2.4.Traffic description

A traffic template shown iable7 has been specified to define the traffic profiles used during
the experiments.

Table7 Traffic description template

Traffic Description Template ID number

# Description of the fields to be completed

Traffic sources

1| Here goes the description of the traffic sources that emulate the traffic from real applicat
reproduce background traffic conditions

Service Type (optional)

Here goes a description of the service provided while the KPI is measured

3.3. Results gathering template

The final report after the execution okat of relatedest cassin a particular scenario and slicing
configurationshallfollow the structure indicad inTable8.

Table 8 Templatfor the final report of results

Test Case ID

General description of th
test

Purpose

Executed by Partner: Date:

Involved Partner(s)

Scenario

Slicing configuration

Components involved

(e.g. HW component§W
componenty
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Metric(s) under study
(Refer to those in Section

Additional bols involved

Primary measurement rg
sults

(those included in the te:
case definition)

Complementary
measurement results

The fields in the final port of results are as follows:

Test Case ID(s) A list of test cases that are executed in the same environi
und the same conditions. In particular, such a set ofdasés
may include several tests to obtain different statistical proj
ties of agiven metric under study, e igst case on Avege RTT
test case on 95%ile RTT

General descriptian A verbal description of the exded test, highlighting its goal

Executed by (Partner)  The primary partner (or platform operator) executing thé tes

Executed (Date) The dite, when the test was executed

Involved Partner(s) A list of partners who contributed to the test or wereedity
involved in its execution

Senaria A description of the scenario or experimed setup underlying
the test

Slicing configuration A description of the network slice used to execute the test

Metric(s) under study A list of metric names (according to Sec#)rfor which test
cases are executed. This list may include apart from the pri
metric, which is inherently given by the list of test case(s), i
tional, secondary metrics, which werptinally gathered during
the execution of the test

Additional tools involved A list of tools, essential to the execution of the test, which
not describedn the test case specification

Primary measurement re The results for the primanyetric(s) covered by the listed te

sults case(s). The stated results are to follow the format defined ir
test case description, i.e. in general there is a single value
KPI (e.g. average delay) in combination witbrdidence value
for that result

Secondary measuremer Results obtained faadditional (optional) metrics
results
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4. DEFINITION AMETRICS

As mentioned in Sectidhl, 5GPPP has defined a set of highel KPIs to assess the quality

and capability of future, commercial 5G network deployments to meet the envisioned <ervices
Qo0S. 5GENESIS experimentation activities will revolve around thesatK e aim to deliver

the facilities along with the tesnethodology and procedures to conduct the experiments and

to extract and process the obtained results. The overall purpose is to assess aspects that affect
these high level KPIBo maintain a mapping betew the numerous tesprocedures andeth-
odologies of 5GENESIS and thePB® KPIs they address (fully or partidhpse KPIfiave

been abstracted ageneric Metrics, which are summarized in this sectagure7 sketches

the mapping of the higlevel KPIs to those obtained as the outcomes of the 5GENESIS test
cases.

SGPPHKPI

Figureb Mapping of KPI abstractions within the 5GENESIS framework.

4.1. Baseline metrics

4.1.1.Capacity

G/ F LI QAtte Ypt Ckté severdBSp&t.bf the offered 5G network deployment capac-
ity, namely:

1. Theoffered network capacity per geographical g@sadefined bj4]), with the require-
ment to be equivalent to the total offered traffic to be served per geographic area unit.
This is practically an operational 5G network deployment requirement reflected as KP
measurable in largecale commercial deploymentBhis aspect tghtly related more
to the network capacity planning and dimensioning rather than the underlying network
technology. Of course, a number of network techggi@lated capabilities aspeasd
functionalities may influence the degree to which this capacityak&kaspect is
achieved.

2. Thepeak user data rattor specific deployment scenarios and use cases; reflecting the
data rate requirements of a number of datdensive applicationgl7]to be met by a
single access network node equipmertis aspect ilated to equipmentelated ca-
pabilities and performance aspects.

3. Theminimumcagpacity of a single access network nagleng with
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4. The maximum number of access network nodes to be deployed per geographical area;
stemming from the previous markghposed performance requirements, and being re-
lated to equipmentelated capabilities anplerformance aspects

Therefore, it becomes prominent that there is no single test to evaluate the gend?ie B&PI
capacity; instead aspects of the KPI can be evaluated through a number of equipment and de-
ploymentrelated tests. For the purposes of hayamcommon reference of these tests address-

ing capacity aspects (which can be used to evaluate the high level KPI, after processing), we
RSTAYS 0St2¢ (GKS ISYSNARO aOl LI OAGe YSGNROe o

Metric Capacity

Metric Definition

d | LI Q\ndu éf Wata traffic to be offered merved, per a specific unit; the latter bei
a primary physical measurement unit (namely time and space) or/and a specific teck
equipment component (namely user equipment, access network node, cluster of acce
work nodes with specifically defined characteristics, etc.).

4.1.2.Density of users

6Density ofusers56tt Yt Lé¢ A& RSTAYSR a (GKS ydzYoSNJ 2
be supported by an operationai commercial 5G deploymenthe density ofisers depends

highly on the specific functionality or service that is considered as simultaneously offered to
them at a given reliability target. In general terms, this KPI and its set talugthas stemmed

from the highlevel objective to serveEandthe foreseen high density of 10T devices from a

single operational network infrastructuj47]. In practice, the achievability of this KPI depends

on a number of ddpymentspecific factors, namely the core network dimensioning, the access
network deploymentincludingthe number ofnext generation Node BgNB, coverage plan-

ning end dimensioning, etc.), as well as on the equipment dimensioning capabilities.

TherefoS> A0 06S02YSa LINRPYAYSYy(d G(GKIFIG GKSNBE Aad y2

users5@ tt Yt LéT AYyadadSIR FawsSoda 2F GKS YtL OFy
and deploymentelated tests. For the purposes of having a common referehthese tests

addressing user andkvice density aspects (which can be used to evaluate the high level KPI,

F FGSNI LINPOS&aaAydavs ¢S RSTAYS 0Sft2g (GKS 3ISYSN

Metric Density of users

Metric Definition

oDensity of useédMetric Definition: the maximum number of devices (i.e. users) per unit.
unit represents a physical measurement unit (namely time window and space/area) a
specific network component, which can be supported by the system, with a specific
that is simultaneously offered to all users at a given reliability.
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4.1.3.Energy efficiency

Metric Energy efficiency

Metric Definition

G9ySNHE& 9 FrafersQdindnyirixationtobedabgy used (consumption) in service (¢
ery. More specifically, the network EE refers to minimizatiotheRadio Access Netwo
(RAN ECin relation to the traffic capacity provided, whilst device EE is the capability tg
mise the power consumed by the device modem inrelagon i KS G NI FFA O

4.1.4.Latency

G[ FGSyd®&é pbLE A an ti@draheiork SiadhRol ptameas the time it takes
to transfer a given piece of information from the amgkr device (UE, 10T deviegc.) up to
the 5G Core Network node(s) responsible for the network acoat®lcand service provision-
ing; and (2)in the framework of aiserplane as the time it takes to transfer a given piece of
information from the eneuser device (UE, 10T devietc.) up to theend providing the data
service ompplication.

In general terms, these KPIs and their set target value, stem from the high jeectVelo

serve highly interactivg70][68] and mission critical servicg86][67][70]. In practice, the
achievability of this KPI depends on a number of deploysmatific factors rated to the
network equipment control plane processing capabilities, the network topology with regard to
the placement bthe application serving nodesd, of coursethe enddevice location (within

the serving network). Given the distributed network tlmgy envisioned in 5G networks and
user mobility, latency does not constitute a single feature/value throughout a network deploy-
ment, most probably also varying over time (dependm@oS provisioning policies).

Therefore, it becomes prominent thattheked y 2 &aAy 3t S (GSad G2 SO f
56ttt YtLET AyadSIR FawLsSoda 2F GKS YtL OFy o
deploymentrelated tests. For the purposes of having a common reference of these tests ad-

dressing latency aspects,S RSTAYS 0St2¢ (GKS ISYSNAO dafl GSy

Metric Latency

Metric Definition

a [ I G Stie@redt takes to transfer a given piece of information from a source to a ¢
nation, from the moment it is transmitted by the source to the momentrégeived at the
destination(in this link direction onlygver theSUT

4.1.5.RoundTrip-Time

Similarto Latencyfi KS da-WipTme Dt t Yt LEé A& O2yaARSNBR 0Sa
the time it takes to transfer a given piece of information from the-eset device (UE, IoT

device etc.) (herein transmitting node) up to & providing the data service application

(herein reeiving node), to process the piece of data at the receiving node, and to transfer an
acknowledgement statusack to the transmitting nodé0].
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As also clarified in 3GPP specificatj@f$ this generic performance indicator does not assume

correct reception of either the piece of data or the acknowledgerstttis, while the nodes

need to be defined. In practice, the definition of this KPI and its target value depends on a
number of deploymenspecific factors related to the network equipment processing capabili-

ties, the network topology with regard to théapement of the application serving nodes, and

2F O2dzNBS GKS RSTAYAGAZ2Y 2F GKS aLINROSaaAy3é
sidered as the minimal processing of a packet, thus roughly providing the sum of uplink and
downlinklatency.

Theefore, RTT does not constitute a single feature/value throughout a network deployment,
and it is most probably also varying over time (depending on QoS provisioning policies). For the
purposes of having a common reference of these tests addressing laspents, we define
0St2¢ GKS ISYSNRO dawece YSOGNROE @

Metric Name RoundTripTime

Metric Definition

G w2 dypR A Y Bnde it takes to transfer a given piece of data between two nodes, to
cess the piece of data at the receiving node, artdatosfer an acknowledgement status ba
to the transmitting node, measured from the moment the piece of data is transmitted {
moment the acknowledgement status is received

4.1.6.Delay

G5Stl @ oDtt YtLé Aa O2Yy3aARSNDBprcelofdataibét®eerii A YS 7
two nodes, measured from the moment it is transmitted to the moment it is recgi@@drhe

difference with Latency in 3GR&trminology is that Latency refers to correct reception of the

piece of informationwhile delay does not assume correct reception.

As also clarified in 3GPP specificatj@f} this generic performance indicator does not assume

correct reception of the piece of data, while the nodes need to be defined. In practice, the
definition of this KPI and its target value depends on a number of deploygmecfic factors

as in the Latency and RTT case, thus delay does not constitute a single feature/value throughout

a network deployment, and it is most probably also varying depending on network and pro-
cessing conditions. For the purposes of having a commorenete of these tests addressing
RSfle |aLlSotas S RSTFAYS 06St29 (GKS ISYSNRO «a

Metric Delay

Metric Definition

G 5 St Dekay is the time it takes to transfer a given piece of data between two 1
measured from the moment it tsansmitted to the moment it is received; irrespectively
whether it is received correctly or not.
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