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Executive Summary 

This deliverable describes the trials and experimentation results from the first integration cycle 

of 5GENESIS. Upcoming versions of this deliverable will describe the trials and experimentation 

results from the second integration cycle (D6.2, M21) and the third integration cycle (D6.3, 

M36). 

After defining the KPIs to be validated and the metrics to be measured, the core of the docu-

ment describes in detail the selected fourteen primary test cases and testing procedures. 

Finally, the deliverable presents the measured results of the experiments performed at the five 

platforms (Malaga, Athens, Limassol, Surrey, and Berlin) run by the 5GENESIS consortium. 
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1. INTRODUCTION 

 Purpose of the document 

During the last years, standardisation bodies, industry alliances and regulatory bodies have put 
a lot of effort into defining the services 5G networks shall deliver. Additionally, they have de-
fined the Key Performance Indicators (KPIs) [1] and target values as part of a quantitative as-
sessment. All these efforts have led to a number of results that are indicative objectives to be 
met by operational 5G deployments [2]. 

In this context, the aim of the 5GENESIS project is to evaluate various 5G equipment and net-
work deployments (such as those comprising the five 5GENESIS platforms), towards the 
ŀŎƘƛŜǾŜƳŜƴǘ ƻŦ ǘƘŜ YtLǎΩ ǘŀǊƎŜǘŜŘ ǾŀƭǳŜǎ ǿƛǘƘ ǊŜǎǇŜŎǘ ǘƻ ǘƘƻǎŜ ŜȄǇŜŎǘŜŘ ƛƴ ŎƻƳƳŜǊŎƛŀƭ рD ƴŜǘπ
work deployments. Additionally, this assessment will allow to identify the critical parameters 
that can impair the achievement of those targets values in future, commercial 5G deployments. 

For the purpose of avoiding multiplication of work, and depending on the specific technical 
characteristics of each 5GENESIS platform, work related to KPIs evaluation (investigation of crit-
ical factors, and testing) has been divided between the five platforms.  

This deliverable describes the trials and experimentation results from the first integration cycle 
of 5GENESIS. Upcoming versions of this deliverable will describe the trials and experimentation 
results from the second integration cycle (D6.2, M21) and the third third integration cycle 
(D6.3, M36). To better depict the progress conducted, it is expected that those documents will 
maintain the same structure as this deliverable. 

 Structure of the document 

This document is structured in twelve sections and four annexes. A brief description of each 
sections follows. 

Section 2 describes the measurement concept and methodology used, and defines a number 
of terms used in later sections of the document. It provides the statistical background for the 
post processing of measurements, common to all test cases. 

Section 3 provides an overview of the KPIs provided by 5G-PPP, describes the methodology 
used and introduced the general results template used for all experiments. 

Section 4 gives the specific definition of an abstraction of those 5G-PPP KPIs, which, in the 
framework of 5GENESL{Σ ǘƘŜȅ ŀǊŜ ƪƴƻǿƴ ŀǎ άaŜǘǊƛŎǎέ. 

Section 5 provides a detailed description of every individual test, including information about 
the target KPI, the methodology, the calculation process and output, the potential complemen-
tary measurements, the pre-conditions required, as well as the applicability and test case se-
quence. 

Section 6 gives a short overview of the traffic profiles used. 

The subsequent sections 7 to 11 give descriptions on the experiments performed at each of the 
five platforms used in 5GENESIS (Malaga, Athens, Limassol, Surrey and Berlin) and the results 
obtained. 
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Section 12 includes the conclusions. 

The annexes provide background information on energy efficiency specifications, the assess-
ment of energy efficiency of Cloud RAN (CRAN) networks, as well as a reference to confidencial 
measuraments conducted in pre-commercial 5G equipment. 

 Target Audience 

The primary target audience of this first WP6 deliverable encompasses industry and standard-
ization stakeholders, allowing them to validate the 5G KPIs, based on the description of the test 
cases and the subsequent experimentation results from the first integration cycle, providing 
the joint evaluation of the results obtained from the experiments in the different platforms. 

As the approach is based on industry best practices, this deliverable is best suited for industry 
stakeholders, although not limited to them. 

Other stakeholders that can benefit from the document include: 

¶ Standardisation organizations  
Where the test cases can form the basis of test suites. 

¶ European Commission 
To evaluate the conduction and results of 5G experimentation. 

¶ Academic and research stakeholders  
As basis for design decisions for 5G based frameworks and applications development. 

¶ Non-experts interested in 5G opportunities  
To understand the capabilities and limitations of 5G technology. 
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2. MEASUREMENT CONCEPTS AND METHODOLOGY 

 Measurement system vs. device and system under test 

Any solid interpretation of performance measurements requires a thorough description of the 
full measurement environment encountered while performing the test. Such a description, in 
general, distinguishes between the system or equipment evaluated and the testing or meas-
urement environment used to conduct the evaluation. As such, the following definitions hold: 

¶ Measurement system: One or more measurement devices and any other necessary sys-
tem elements interconnected to perform a complete measurement from the first op-
eration to the end result [1] [3]. 

¶ Device under test (DUT): The device to be placed in a test fixture (measurement system) 
and tested [1]. Usually, a single device being tested [3]. 

¶ System under test (SUT): A system of devices, i.e., a specific combination of DUTs, being 
tested at the same time [3]. A SUT may ς especially for virtualized network environ-
ments or software ς include the computer system hardware and software on which the 
implementation under test operates [1]. 

In general, when reporting results of a performance evaluation ς let it be a full end-to-end (E2E) 
5G KPI evaluation or the KPI evaluation for a specific (sub) system of a 5G deployment ς an 
appropriate description of the full measurement system should be included. Such documenta-
tion of the measurement system should ς if applicable ς include the view of a potential virtual-
ized network environment and placement of the virtualized network functions and the underly-
ing physical components, as especially the latter may impact the performance results observed 
for a given SUT or DUT. 

The following example illustrates the interaction and influence of the virtualized network view 
of a measurement setup with its underlying physical view. 

Figure 1 and Figure 2 illustrate exactly the same measurement system, which is used to assess 
the performance of a virtualized 5G Core. In the first measurement setup, the measurement 
probes as well as the SUT, i.e. the 5G Core, are all placed in the virtualized network environment 
on the same compute and storage (bare metal) device, whereas in the second setup, the two 
probes and the SUT are each placed at different devices. From the virtualized network point of 
view, both measurement systems have exactly the same properties: all components are directly 
attached to the same network and the test data flow goes from the first probe to the 5G Core 
and from there to the second probe. Still, exactly the same KPI evaluation (e.g. measuring the 
delay or throughput of a connection via the SUT (5G core) may result in completely different 
results. 

The reason for that difference is the different physical architecture of the underlying physical 
infrastructure. Whereas in the first setup results are mainly impaired by the performance of 
ǘƘŜ άŎƻƳǇǳǘŜ ŀƴŘ ǎǘƻǊŀƎŜ ƴƻŘŜ όмύέ όǘƘŜ Řŀǘŀ Ŧƭƻǿ ƛǎ ƻƴƭȅ ƛƴǘŜǊƴŀƭ ǘƻ ǘƘŜ ƭŀǘǘŜǊ ōŀǊŜ ƳŜǘŀƭ 
componenǘύΣ ǘƘŜ Řŀǘŀ Ŧƭƻǿ ƛƴ ǘƘŜ ǎŜŎƻƴŘ ǎŜǘǳǇ Ƙŀǎ ǘƻ Ǝƻ ŦǊƻƳ ǘƘŜ άŎƻƳǇǳǘŜ ŀƴŘ ǎǘƻǊŀƎŜ ƴƻŘŜ 
όмύέ ƻǾŜǊ ŀ ƭŜŀŦ-ǎǿƛǘŎƘ ǘƻ ǘƘŜ άŎƻƳǇǳǘŜ ŀƴŘ ǎǘƻǊŀƎŜ ƴƻŘŜ όнύέ, and then over the leaf-switch, a 
spine-switch, to another leaf-switch and, finally, ǘƻ ǘƘŜ άŎƻƳǇǳǘŜ ŀƴŘ ǎǘƻǊŀƎŜ ƴƻŘŜ όоύέΦ Given 
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the properties of the physical infrastructure, results are impaired by the number of intermedi-
ate hops, by the ŎƻƳǇǳǘŜ ŎŀǇŀŎƛǘȅ ƻŦ ŀƭƭ ǘƘǊŜŜ άŎƻƳǇǳǘŜ ŀƴŘ ǎǘƻǊŀƎŜέ ƴƻŘŜǎΣ ŀǎ ǿŜƭƭ ŀǎ by the 
link capacity. Note that the 1 Gbps capacity of the last switch and link is by nature limiting a 
potential throughput measurement to 1 Gbps. As such, a description of the measurement set-
up should always include both, the virtualized network view, and the bare-metal, physical in-
frastructure view. 

 

Figure 1 Example measurement system: clustered virtualized components. 

 

Figure 2 Example measurement system: distributed virtualized components. 
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 Accuracy vs. precision 

One of the main objectives of this document and, generally, of the work carried out in the 
framework of WP6, is to descibe a well-defined strategy to conduct measurement campaigns 
and to report the obtained measurement results. In this context, it is essential to distinguish 
between accuracy and precision when reporting measurement results.  

The IEEE Standard 100 [1] defines accuracy ŀǎ άǘhe quality of freedom from mistake or error, 
that is, of conformity to truth or to a ruleέ, and precision ŀǎ άǘhe quality of coherence or re-
peatability of measurement data, customarily expressed in terms of the standard deviation of 
the extended set of measurement results from a well-defined (adequately specified) measure-
ment process in a state of statistical controlέΦ 

Figure 3 ƛƭƭǳǎǘǊŀǘŜǎ ǘƘŜ ǊŜƭŀǘƛƻƴ ōŜǘǿŜŜƴ ŀŎŎǳǊŀŎȅ ŀƴŘ ǇǊŜŎƛǎƛƻƴΦ ¢ƘŜǊŜƛƴΣ ǘƘŜ άōǳƭƭΩǎ ŜȅŜέ ǊŜǇπ
ǊŜǎŜƴǘ ǘƘŜ άƎƻƭŘŜƴΣ ǿŜƭƭ ƪƴƻǿ ǘǊǳŜ ǾŀƭǳŜέ ƻŦ ŀ ǇŀǊŀƳŜǘŜǊ ǘƻ ŀǎǎŜǎǎΦ ¢ƘŜ άŘƻǘǎέ ǊŜǇǊŜǎŜƴǘ ǘƘŜ 
actual values measured by the experiment. Thus, accuracy ς ŀƭǎƻ ƴƻǘŜŘ ŀǎ άǘǊǳŜƴŜǎǎέ ς assesses 
Ƙƻǿ ŎƭƻǎŜ ŀ ƳŜŀǎǳǊŜƳŜƴǘ ƛǎ ǘƻ ǘƘŜ ŎƻǊǊŜŎǘΣ ƛΦŜΦ άǘǊǳŜέΣ ǾŀƭǳŜ ŦƻǊ ǘƘŀǘ ƳŜŀǎǳǊŜƳŜƴǘΦ ¢ƘŜ preci-
sion of a measurement system ς also sometimes referred to as a gauge of repeatability or re-
producibility ς represents how close the agreement is between repeated measurements (i.e. 
repeated under the same conditions). Ideally, a measurement system (or device) is both accu-
rate and precise, leading to measurements all close to and tightly clustered around the true 
value. 

 

Figure 3 Relation between accuracy and precision. 

In general, it is always a challenge to measure a KPI to assess a SUT together with the necessary 
consideration of accuracy and precision of the gained results. The precision of the measure-
ment results can easily be quantified, e.g. by reporting standard deviation or confidence values. 
However, ŀǎǎŜǎǎƛƴƎ ǘƘŜ ŀŎŎǳǊŀŎȅ ǊŜǉǳƛǊŜǎ ǘƘŜ ƪƴƻǿƭŜŘƎŜ ƻŦ ǘƘŜ άǘǊǳŜ ǾŀƭǳŜέ ǿƘƛŎƘ ƛǎ Ƴƻǎǘ ƻŦ 
the time unknown (as the goal of the measurement is the quantification of the latter). 

In addition, the assessment of a 5G E2E KPI highly depends on the considered SUT, which in 
particular does not only include specific 5G components such as radio access and packet core, 
but also the underlying testbed infrastructure of a specific experimentation site, which includes 
characteristics of the network connectivity, switching capacity, and virtualizaiton aspects spe-
cifically found at a facility. As such, comparing results of a 5G KPI assessment conducted at 
different 5GENESIS facilities, or even among diffent ICT-17 testbeds (i.e., 5GENESIS, 5G-EVE, or 
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5G-VINNI) needs a proper methodology. One approach is proposed, consisting of the so called 
άŎŀƭƛōǊŀǘƛƻƴ ǘŜǎǘǎέ ŀƴŘ ƻŦ ǘƘŜ ǉǳŀƴǘƛŦƛŎŀǘƛƻƴ ƻŦ ǘƘŜ ǇǊŜŎƛǎƛƻƴ ƻŦ ǊŜǇƻǊǘŜŘ ǊŜǎǳƭǘǎΦ {ǳŎƘ ŀǇǇǊƻŀŎƘ 
is followed by 5GENESIS and is described in the following section. 

 System Validation 

The 5GENESIS facility comprises of five platforms and one portable demonstrator, each one 
with different infrastructure deployments, system capabilities, deployed services and measure-
ment tools. The 5GENESIS project aims at facilitating a unified facility under the umbrella of a 
Coordination layer. The components of the Coordination layer, which are instantiated within 
each platform, are responsible for the KPI validation and use case demonstration. The 5GENE-
SIS experimentation methodology employs two ways to ensure the validation of proper opera-
tion of the testing infrastructure and probe elements prior to execution of a test case. The first 
one, namely calibration, is more thorough and is defined specifically via several separate test 
cases. The second one, namely operational validation, is expected to require prior manual val-
idation of the proper operation of the testing infrastructure. 

2.3.1. Calibration tests 

For any thorough system evaluation, literature suggest a measurement methodology in which 
two out of three evaluation procedures ς namely analysis, simulation, and measurement ς are 
independently employed [4]. In the case that only measurements are applied, the involved 
toolchain undergoes a calibration test in which the SUT is a stripped-down, well known compo-
nent having known properties. Ideally, such a calibration test is conducted for each KPI to be 
evaluated and used for each measurement system (i.e. toolchain and involved infrastructure of 
the testbed). If such calibration measurements of the same (simplified) system under test pro-
duce comparable results for a given KPI when measured via different measurement systems, 
also preferably by different persons at different platforms, results may be assumed to be accu-
rate within the precision limits of the given calibration measurement. 

Calibriaton tests do not necessarily represent a scenario that characterizes a real-world use-
case, but can be seen in general as an extremely simplified experiment, which allows to obtain 
a baseline performance of the underlying SUT. This allows, in particular, to provide a thorough 
interpretation of the outcome of any 5G E2E KPI evaluation. For example, a measurement of 
the achievable throughput might result for one experiment conducted on one testbed a value 
of 15 Gbps, while the same experiment conducted at another facility results in 10 Gbps even 
though both experiments involve the same 5G new radio components and the same 5G packet 
core. An adjunct set of calibration tests is cabable of quantizing the characteristics of the un-
derlying infrastructure possibly showing that one platform is limited to 10 Gbps data through-
put regardless of deployed 5G components, whereas the other is capable of handling 100 Gbps 
data. Thus, even though both platforms can report that the given 5G KPI is met, the calibration 
tests allow to provide an interpretation of the measurement data to state that the 15 Gbps 
throughput limit characterizes the 5G components, as the underlying system does not impose 
any performance limitiations. 

As such, a poper set of calibration tests does not only involve the assessment of the underlying 
testbed infrastructure, which can potentially impact the outcome of a 5G E2E KPI assessment, 
but also includes a very simplified testcase for any 5G E2E KPI, which every testbed can easily 
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run to have comparable results among testbeds, regardless of further experiments that char-
acterize the KPI for a specifc use-case or vertical application. 

The following example illustrates in detail such methodology for such a calibration measure-
ment for assessing the round-trip time (RTT) imposed by a SUT. 

¢ƘŜ ƳŜŀǎǳǊŜƳŜƴǘ ǎȅǎǘŜƳ Ŏƻƴǎƛǎǘǎ ƻŦ ǘǿƻ ƛƴǎǘǊǳƳŜƴǘǎΣ ŎŀƭƭŜŘ άŎƭƛŜƴǘέ ŀƴŘ άǎŜǊǾŜǊέΣ ǿƘƛŎƘ ŎƻƳπ
municate over the SUT. Two different measurement systems are used: for the first measure-
ƳŜƴǘ ǎȅǎǘŜƳΣ ǘƘŜ ŎƭƛŜƴǘ ǎǘŀǊǘǎ ŀ άǇƛƴƎ ǘŜǎǘέ ǘƻǿŀǊŘǎ the server to probe the RTT and the results 
ƻŦ ǘƘŜ άǇƛƴƎέ ŀǊŜ ŘƛǊŜŎǘƭȅ ǘŀƪŜƴ ƻǳǘ ŦǊƻƳ ǘƘŜ ǇƛƴƎ-application. For the second measurement 
system, ping is also used to trigger sending packets from the client to the server, but a packet 
capture tool is used to record the time between the ICMP-request emitted at the client and the 
received ICMP-response in order to calculate the RTT. 

CƻǊ ǘƘŜ ŎŀƭƛōǊŀǘƛƻƴ ƳŜŀǎǳǊŜƳŜƴǘΣ ǘƘŜ {¦¢ ƛǎ άŜƳǇǘȅέΣ ƛΦŜΦ ŎƭƛŜƴǘ ŀƴŘ ǎŜǊǾŜǊ ŀǊŜ directly con-
nected, e.g., via an Ethernet cable. Results for the calibration show that independent of the 
used measurement system, the measured average RTT is 0.6 ms. Individual measurements are 
all in the interval of [0.3 ms; 0.9 ƳǎϐΦ YƴƻǿƛƴƎ ǘƘŀǘ ǘƘŜ {¦¢ ƛǎ άŜƳǇǘȅέΣ ǘƘŜ ƳŜŀǎǳǊŜŘ w¢¢ ƛǎ 
caused by the overhead introduced by the measurement system itself. Thus, the calibration 
measurement shows that the measurement system has an accuracy of 1 ms in the worst case 
and produces precise results within a ҕ3 ms interval. Note: two independent measurement 
systems ǇǊƻŘǳŎŜŘ ǘƘŜ ǎŀƳŜ ǊŜǎǳƭǘ ŦƻǊ ǘƘŜ άŜƳǇǘȅέ {¦¢Φ 

Now assume that the same measurement system is used to assess the RTT of a, e.g., router of 
firewall between client and server. Results show, e.g., a measured RTT of 8 ms (ҕ0.5 ms). Con-
sidering the ŀŎŎǳǊŀŎȅ ƻōǘŀƛƴŜŘ ōȅ ǘƘŜ ŎŀƭƛōǊŀǘƛƻƴ ƳŜŀǎǳǊŜƳŜƴǘΣ ƻƴŜ Ŏŀƴ ŘŜǊƛǾŜ ǘƘŀǘ ǘƘŜ άǘǊǳŜέ 
RTT introduced by the SUT is within [7 ms; 8 ms] ҕ0.5 ms precision interval. As accuracy is in 
general reported in percent, the results has a 12.5% accuracy (1 ms /8 ms). 

For completeness, it should be mentioned that a calibration measurement might not be nec-
ŜǎǎŀǊȅ ƛŦ ǘƘŜ άǘǊǳŜ ǾŀƭǳŜέ ƛǎ ƪƴƻǿƴΦ ¢Ƙƛǎ ƛǎ ŦƻǊ ŜȄŀƳǇƭŜ ǘƘŜ ŎŀǎŜ ŦƻǊ ŀǎǎŜǎǎƛƴƎ ƭƻŎŀǘƛƻƴ ŀŎŎǳǊŀŎȅ 
if the SUT (more precisely a device under test) is placed at a well-known location, for which the 
άǘǊǳŜέ Ǉƻǎƛǘƛƻƴ ƛǎ ƪƴƻǿƴ Ǿƛŀ Dt{ ŎƻƻǊŘƛƴŀǘŜǎΦ Lƴ ǘƘŀǘ ŎŀǎŜΣ ǘƘŜ ŀŎŎǳǊŀŎȅ ƻŦ ǘƘŜ ƭƻŎŀǘƛƻƴ ƛƴŦƻǊπ
mation reported by the ŘŜǾƛŎŜ Ƴŀȅ ōŜ ŘŜǊƛǾŜŘ ōȅ ŎƻƳǇŀǊƛƴƎ ƛǘ ǘƻ ǘƘŜ άǘǊǳŜέ Dt{ ǾŀƭǳŜ όǘƘƻǳƎƘΣ 
of course, the error in accuracy for the GPS information itself should be considered as well). 

2.3.2. Operational validation 

In general, the operational validation can be considered as a stripped-down calibration test, 
which only validates the pure operation of the fascility. For example, a simple ping test might 
ōŜ ŎƻƴŘǳŎǘŜŘ Ǿƛŀ ǘǿƻ ŎƻƳǇƻƴŜƴǘǎ ƛƴ ƻǊŘŜǊ ǘƻ ǾŜǊƛŦȅ ǘƘŀǘ ǘƘŜȅ ŀǊŜ ōƻǘƘ άǊŜŀŎƘŀōƭŜέΦ Lƴ ŎƻƴǘǊŀǎǘ 
to a thorough calibration test, operational validation does not quantify the performance of one 
ore several components of the underlying system. 

 Post-processing of measurements  

To analyze and validate 5G KPIs, 5GENESIS targets the automatic execution of a large amount 
of experiments. Given a KPI, its evaluation is carried out within several test cases, which differ 
in terms of infrastructure configurations and network conditions; each test case contains sev-
eral iterations of a single test. The test is repeated over a statistically significant number of 
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iterations. Overall, this allows to get a precise picture of the KPI, and to understand its behav-
iour across heterogeneous scenarios, which are given by the different test cases. 

A full yet concise picture of the results of trials and test cases is thus needed; for this reason, 
the collected measurements are post-processed, and relevant statistical indicators are evalu-
ated and reported as final outcomes. 

The same methodology for the evaluation of the statistical indicators is applied to all the 5G 
KPIs targeted by 5GENESIS, presented in detail in Sections 4 and 5, and for this reason the 
methodology is presented here in a general form. 

The following terminology is applied in this document: 

¶ Experiment: A set of one or multiple test cases. 

¶ Test case: A description of the procedure on how to evaluate a metric. A test case con-
tains several iterations (replica) of a single test. Based on executing several replicas, a 
test case allows to quantify the precision of the reported result(s). 

¶ Test: A set of one or more measurements that result in a statistical quantization of a 
metric, i.e., a test is a single replica/iteration. 

¶ Iteration / replica: One execution of a test as described in the test case. 

2.4.1. Sample vs. population and Running independent replicas 

The main goal in assessing the performance (here 5G E2E KPI) of a 5G system is to quantify the 
universal behaviour of the SUT. In theory, such SUT can be described as a stochastic process, 
which is unkown, i.e. its parameters cannot be stated. To accurately characterize this process, 
one would have to consider an infinite number of drawings or measurements (population rep-
resenting the process). Such an infinite number of measurements would allow to fully charac-
terize the process, e.g. via the mean ‘ (of the populaton) [4]. 

In practice, it is impossible to conduct an unlimited set of measurements. Instead, a test with a 
finite number of measurements (samples from the population) is conducted and the statistical 
characteristics of such a test, in this example the sample mean ὼӶ, is likely to be different form 
‘. Even conducting several, independent replicas of the test will result in different values of the 
sample mean. It is important to distinguish between the two, i.e. population mean vs. sample 
mean, as the former is a fixed value whereas the latter is a statistic random variable. Following 

the law of large numbers, the mean of several sample means, i.e. ὼ֞ ВὼӶ, from a large 

number of tests should be close to ‘, and will tend to become closer as more trials are per-
formed. Besides, ὼ follow a normal distribution, which allows to quantify the precision of ὼ֞ by 
stating confidence intervals even for a limited number of tests using the Student-T distribution 
characteristics. Figure 5 illustrates this methodology, which in literature is also refered to as 
άōŀǘŎƘ ƳŜŀƴǎ κ ƛƴŘŜǇŜƴŘŜƴǘ ǊŜǇƭƛŎŀ ŀƴŀƭȅǎƛǎέ [4] [80]. 
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Figure 4 Example of batch means / independent replica analysis. 

2.4.2. Calculation process for reported KPIs 

As highlighted above, a single test case, focused on the evaluation of a KPI ὼ in a predefined 
scenario (e.g., the evaluation of the throughput under specific network conditions), is repeated 
for a number of Ὅ iterations. Then, within the Ὥ  iterration (Ὥ ρȟȣȟὍ), a number of ὔ samples 
of the KPI are collected. A single KPI sample collected during the Ὥ  iteration in the following is 
referred to as ὼȟ (with ὲ ρȟȣȟὔ), while the entire set of samples collected during the same 

iteration is denoted by the vector ●. The statistical indicators for each iteration, are then com-
puted, as reported in Table 1. 

Table 1 Statistical indicators for a single iteration. 

Indicator Notation Formula 

Average 
(Mean) 

ὼӶ 
ρ

ὔ
ὼȟ 

Standard  
deviation 

„● 
ρ

ὔ
ὼȟ  ὼӶ  

Median ὼÍÅÄ 
ừ
Ử
Ừ

Ử
ứ
ὔ ρ

ς
ÔÈ                                   ὔ ÏÄÄ 

ÔÈ  ÔÈ 

ς
             ὔ ÅÖÅÎ

 

(Samples in ascending order, ὥÔÈ indicates the sample at 
the ὥ  position in the ordered vector)  
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ὴ%-Percentile 

 

π ὴ ρππ 

ὼϷ 

ὴ

ρππ
ὔ ÔÈ 

(Samples in ascending order, ὥÔÈ indicates the sample at 
the ὥ  position in the ordered vector, ổὥỖ indicates the ceil-
ing operator (the least integer ὥ)) ))    

Minimum ὼÍÉÎ ÍÉÎ●  

Maximum ὼÍÁØ ÍÁØ●  

The statistical indicators computed for each iteration are then used to compute the statistical 
indicators of the test case, for which the Ὅ iterations were executed. This is done by averaging 
the indicators for each iteration over the amount of iterations. Denoting as ὼÓÔÁÔ the generic 
statistical indicator for the Ὥ  iteration, the corresponding value for the test case, ὼÓÔÁÔ, is then 
obtained as follows: 

ὼÓÔÁÔ 
ρ

Ὅ
ὼÓÔÁÔ 

Moreover, since each statistical indicator of the test case is computed as an average over a 
limited amount of Ὅ samples, a ὸ% Confidence Interval (CI) can be adopted to denote the pre-
cision of the provided outcome. In particular, the 95% CI is widely used, and defines an interval 
containing the true value of the sampled indicator, i.e., ὼÓÔÁÔ, with 95% probability. The CI is 
usually evaluated using a Student-T distribution (in particular when the number of samples is 
low) with a number of degrees of freedom, denoted as ὺ, equal to the number of available 
samples minus one, resulting in ὺ Ὅ ρ in the present case [4]. The following indication, for 
each statistical indicator of the test case, can be then given as final outcome: 

ὼÓÔÁÔὸȢ
„●

ЍὍ
 

where: 

-  ὸȢ  is the so-called ὸ value (or ὸ score), which depends on the CI being evaluated (95 % 
in this case) and ὺ, and can be derived from tabular approximations of the Student-T 
distribution; 

-  „●  is the standard deviation of the vector ● , containing the outcomes  ὼ  of 

the statistical indicator under analysis for each iteration, which are used to derive the 
corresponding indicator ὼÓÔÁÔ of the test case; 

- 
●

Ѝ
 is the so-called standard error. 
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3. INTRODUCTION OF KPIS AND EXPERIMENTATION 

METHODOLOGY 

 Introduction to 5G-PPP KPIs 

To date, standardisation bodies such as 3GPP, ETSI and ITU, as well as industry alliances and 
regulatory bodies have put a lot of effort in defining the services with the required Quality of 
Service  (vƻ{ύ ǘƻ ōŜ ŘŜƭƛǾŜǊŜŘ ōȅ рD ƴŜǘǿƻǊƪǎΣ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ рD ƴŜǘǿƻǊƪ ŘŜǇƭƻȅƳŜƴǘǎΩ ŦŜŀǘǳǊŜǎ 
and capabilities required for this purpose. To this end, various KPIs and target values have been 
defined to assess the 5G infrastructure (user and network equipment capabilities) [65] 
[66][67][68][69][70], the services (network services and application services delivered over 5G 
infrastructures) [71] ŀƴŘ рD ƴŜǘǿƻǊƪ ŘŜǇƭƻȅƳŜƴǘǎΩ ǉǳŀƭƛǘȅ [72]. 

As part of the strategy of the European Commission w.r.t. collaborative funded research pro-
jects, the research results are intended to shape 5G standards, to validate relevant spectrum 
identification and to support a global 5G vision [8]. At this stage of development (ICT-17), the 
resulting infrastructures will be used to validate the technological options in a full system con-
text, and to extract results regarding their capacity to deliver future, commercial 5G network 
deployments with performance meeting the aforementioned KPIs targets.  

To this end, significant advances have been achieved in previous 5G-PPP phases [9], where the 
KPIs and corresponding evaluation procedures proposed in the collaborative work so far can 
be used to harmonize evaluation results coming from different sources. The overall goal is to 
facilitate a fair assessment and comparability of the different technical concepts considered for 
5G. 

The recent 5G-PPP Test, Measurement and KPIs Validation Working Group White Paper [2] pro-
vides a unified vision on the Test and Measurement topics for 5G, allowing for common proce-
dures and terminology and provides substantiated answers to more high-level relevant ques-
tions. 

At the same time, in the context of 5G-PPP activities (projects and collaborative works) the 
ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ ŀƴŘ ǎŜǊǾƛŎŜǎΩ YtLǎ ŘŜŦƛƴŜŘ ōȅ ǎǘŀƴŘŀǊŘƛȊŀǘƛƻƴ ōƻŘƛŜǎ ŀƴŘ ƛƴŘǳǎǘǊȅ ŀƭƭƛŀƴŎŜǎ ƘŀǾŜ 
been compiled. From this exercise, the high-level, operational, 5G network deployment KPIs 
have been derived [73]. These 5G-network deployment KPIs essentially reflect the network ser-
vice delivery objectives and requirements expected from operational 5G network deployments. 
They can be translated as requirements to be fulfilled by the network operators as stakeholders 
undertaking the role of delivering the network deployments, either enforced by regulation or 
by the market they address, irrespective of the underlying technological specifics of the system 
that is deployed. 

All the abovementioned efforts have led to a number of target results, being the definition of 
the KPIs and objectives to be met by operational 5G deployments, as shown in Table 2. 
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Table 2 5G-PPP KPIs and Target Values for Network Deployments. 

Capacity 

Target 

1. Absorb 1 Tbps in the equivalent to a smart office (10 Tbps/km2)  

2. Reach a peak data rate between 1 and 10 Gbps for specific deployment sce-
narios and use cases  

3. Deployment and operation of 10 small cells per km2, and support of 10 Gbps 
per Remote Radio Head (RRH) in access domain 

Ubiquity 

Target >99,9% spatial availability (with satellite/terrestrial aggregation)  

Speed 

Target 

1. Stationary and urban pedestrian Җ 5 km/h 

2. Urban vehicular Җ 30 km/h 

3. Vehicular high speed Җ 300 km/h 

Latency 

Target 
1. Җмл Ƴǎ E2E (data plane) 

2. 2 ms on the air interface (radio interface) 

Reliability 

Target >99,999%  

Density of users 

Target Between 10.000 and 1.000.000 devices per km2
 for specific use cases 

Location accuracy 

Target One meter (1m) in 99% of the cases  

Energy efficiency 

Target 
>50% reduction in energy consumption (EC) in comparison to already available 
technology (for specific network components) 

Service creation time 

Target 
Decrease of service creation time by at least one order of magnitude, compared 
to 4G. Clear improvement of the level of automation of service related processes, 
i.e. activating group communications in Mission critical services (MCS) 

Network management CAPEX/OPEX 

Target 
>50% decrease in network management CAPEX/OPEX, as assessed by feedback 
from operators 

The aforementioned KPIs are of target for operational 5G deployments, which will be exten-
sively deployed during the coming years, supported by key ICT European players. The aim of 
5G experimental deployments, such as those 5GENESIS fosters, is to investigate to which extent 
the currently available equipment can achieve the performance that is expected for operational 
5G networks. In this process, 5GENESIS will identify the shortcomings of the current technology 
and set the path to tackle them. 

In this regard, 5GENESIS has dedicated effort to define an experimentation methodology, in-
cluded in deliverable D2.3 [12], which addresses these (or aspects of these) KPIs homogene-
ously, irrespectively of the underlying system specifics. This methodology is revised in Section 
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3.2 ŀƴŘ ōǊƛƴƎǎ ŦƻǊǿŀǊŘ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ άaŜǘǊƛŎέΣ ǿƘƛŎƘ ǊŜǇǊŜǎŜƴǘǎ ŀ ƘƛƎƘ-level definition of the 
target measurement parameter(s). A detailed definition of the 5GENESIS metrics is included in 
Section 4. 

 Experimentation Methodology 

In this deliverable we revisit and refine the 5GENESIS experimentation methodology, which was 
initially described in deliverable D2.3 [12]. This section brings forward a more mature method-
ology, which has been designed to facilitate the execution of a series of tests and to allow for 
the validation of the 5G KPIs and the verification of 5G technologies with an E2E approach. 

The key concepts of the 5GENESIS experimentation methodology were the following: 

¶ the experiment descriptor, which contains all the information required by the plat-
forms to run the experiments. 

¶ the test cases, which defines the KPI targeted during the experiment, the procedure 
and the measurements that have to be collected in order to validate the KPI. 

¶ the experimentation scenarios, which details the E2E conditions for running the exper-
iments, such as the mobility and the location of the User Equipment (UE). 

¶ slice configurations, which detail the E2E resources allocated for the execution of the 
experiments. 

Within the 5GENESIS experimentation methodology, the term άaŜǘǊƛŎέ refers to a generic high-
level definition of a target quality factor (attribute) to be evaluated, i.e., a definition independ-
ent of the underlaying system, the reference protocol layer, or the tool used for the measure-
ment. A metric is the umbrella for the definition of more specific KPIs. The list of metrics con-
sidered by the project are defined in Section 4. The template for defining a Metric is shown in 
Table 3. 

Table 3 Metric template 

Metric Name -ID number- 

1 

Metric Definition 

Here goes the definition of the metric, which refers to a generic quality factor independent of 

the underlying system and of the layer in which we are measuring it 

3.2.1. Experiment descriptor template 

The Experiment Descriptor template has ōŜŜƴ ǳǇŘŀǘŜŘ ǿƛǘƘ ŀ ƴŜǿ ŦƛŜƭŘ ŎŀƭƭŜŘ ά[ƛǎǘ ƻŦ ¢ŀǊƎŜǘ 
Metric(s). This field includes the list of Metrics targeted in the experiment. 

Moreover, there are other minor changes in the Experiment Descriptor template: 

¶ Network Services (NS) descriptions have been included as part of the slice description 
(see row List of Slice Configurations to be established). 

¶ The parameters related on the definition of custom experiments are now part of a 
ŎƻƳƳƻƴ ǎŜŎǘƛƻƴ ŎŀƭƭŜŘ άSecondary input required for custom experimentsέΦ 

The updated Experiment descriptor is shown in Table 4. 
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Table 4 Experiment descriptor template. 

Experiment Descriptor  -ID number-   

# Description of the fields to be completed Input Values Importance  

1 

Experiment details 

Information required to uniquely identify the experiment.  

bƻǘŜ мΥ ɮ {ŜŎǳǊƛǘȅ aŀƴŀƎŜǊ ƛǎ ǳǎŜŘ ŦƻǊ ŜŘƛǘƛƴƎ ǿƛǘƘ ǎŀŦŜǘȅ 

and privacy data related to the experimenter) 

Note 2: Each experiment shall include all the combinations 

of the target metrics/test cases/scenarios/slice configura-

tions listed in the following fields of this form. (one target 

metric linked to one test case, for a specific scenario and a 

slice configuration is the minimum requirement for a com-

plete experiment).   

Experiment ID 

Mandatory 

Owner ID 

Organization ID 

Platform ID 

 Type of experiment 

2 

List of the Target Metric(s)  

Selection of the metrics (identified by IDs) targeted by the 

experiment. 

 (see the Metric Template) 

Metric ID1 

 

Mandatory .. 

3 

List of Test Case(s) to be executed 

Selection of the test cases (identified by IDs) to be used in 

the experiment.  

Note: A test case includes KPI-associated Information (KPI 

definition, measurement methodology, complementary 

monitoring needed, etc) linked to a metric from the list in 

the field above. 

(see the Test Case Template) 

Test Case ID1 

Mandatory 

Test Case ID2 

Χ 

Test Case IDi 

Χ 

4 

List of Scenarios to be considered 

Selection of the Scenarios (identified by IDs) for which the 

test cases (selected in the previous field) will be executed. 

Note: A scenario includes information related to all the pa-

rameters that affect the values of the KPIs to be measured, 

network deployment and environment conditions, etc. 

 (see the Scenario Description Template) 

Scenario ID1 

Mandatory 

Scenario ID2 

Χ 

Scenario IDi 

Χ 

5 

List of Slice Configurations to be established 

Definition of the Slice templates (identified by IDs) that are 

required for the experiment(s).  

Slice ID 

NSD ID 1 

Mandatory 
Radio Conf. 

Extra pa-
rameters 
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3.2.2. Test case template 

The test case specifies the conditions of the SUT, the procedure to execute the tests, collect 
the measurements and compute the KPIs. 

The test case template introduced in deliverable D2.3 has been updated by renaming some of 
ǘƘŜ ŦƛŜƭŘǎΣ ŀŘƧǳǎǘƛƴƎ ǘƘŜƛǊ ŎƻƴǘŜƴǘ ŀƴŘ ŀŘŘƛƴƎ ƴŜǿ ŦƛŜƭŘǎΦ Lƴ ǇŀǊǘƛŎǳƭŀǊΣ ǘƘŜ ŦƛŜƭŘ άTest procedureέ 
Ƙŀǎ ōŜŜƴ ǊŜƴŀƳŜŘ ǘƻ άMethodologyέ ŀƴŘ ǘƘŜ ǎŜǉǳŜƴŎŜ ƻŦ ŀŎǘƛƻƴǎ ǘƻ ōŜ Ǌŀƴ ŘǳǊƛƴƎ ǘƘŜ ŜȄŜŎǳπ
tion of the test case has been moved to a new ŦƛŜƭŘ ƴŀƳŜŘ άTest case sequenceέΦ ¢ƘŜ άMeth-
odologyέ ƛƴŎƭǳŘŜǎ ǘƘŜ ŘŜŎƭŀǊŀǘƛƻƴ ƻŦ ǘƘŜ required number of iterations, the monitoring time, 
the monitoring frequency, ŜǘŎΦ ¢ƘŜ ŦƛŜƭŘ άYtL ŎƻƳǇǳǘŀǘƛƻƴ ǇǊƻŎŜŘǳǊŜέ ŀƴŘ ǘƘŜ ŦƛŜƭŘ ά¢Ŝǎǘ ŎŀǎŜ 
ƻǳǘǇǳǘέ Ƙŀǎ ōŜŜƴ ƳŜǊƎŜŘ ƛƴ ŀ ƴŜǿ field ŎŀƭƭŜŘ ά/ŀƭŎǳƭŀǘƛƻƴ ǇǊƻŎŜǎǎ ŀƴŘ ƻǳǘǇǳǘέΦ Finally, three 
new fields have been added: 

¶ Complementary measurements. The measurements specified in this field are not the 
main target of the test case, but can be useful when interpreting of the outputs of the 
test case. 

¶ Pre-conditions. To ensure that the test cases are executed in the same conditions, this 
field specifies the conditions that need to be met by the SUT before the execution of 
the test case. 

Applicability. To verify whether the test case is applicable to the SUT, this field includes the list 
of features and capabilities that should be supported by the SUT when executing the test case. 

Table 5 provides the final test case template used in this deliverable to specify the test cases in 
Section 5. 

 (see the Slice Configuration Template) Χ 

Slice IDi Config 

Χ 

Slice IDi Conf 

Χ 

 

Traffic Description Template 

(at least one traffic source or service type should be  

specified) 

Traffic sources Optional 

Service Type Optional 

6 
Secondary input 

required for custom experiments 

UEs identification 
Mandatory 
(unattended 
experiments) 

Application under test 
Mandatory 
(unattended 
experiments) 

Intermediate reporting of KPIs and Time between 
intermediate reports 

Optional 

 



5GENESIS                                                                            D6.1 ω Trials and experimentation cycle 1 

 

ϭ 5GENESIS Consortium Page 34 of 265 

 

Table 5 Test case template 

Test Case Template -ID number- -Related Metric ID- 

# Description of the fields to be completed 

1 

Description of the target KPI  

Here goes the definition of the target KPI. Each test case targets only one KPI (main KPI). How-
ever, secondary measurements from complementary KPIs can be added as well (see field 4 in this 

template). The definition of the main KPI specializes the related target metric (the ID of the re-
lated target metric is declared in the first row of this template). More precisely, the definition of 
the main KPI declares at least the reference points from which the measurement(s) will be per-

formed, the underlay system, the reference protocol stack level etc... 

2 

Methodology 

Here the acceptable values for the monitoring time, the iterations required, the monitoring fre-
quency, etc., are declared. The reference to the calibration test is taken from the test case. This is 

to facilitate the comparison between measurements. 

3 

Calculation process and output 

Here goes information related to the calculation process required. This is information may in-
clude details related to the underlay system. Here goes also the Units of the metric, and 

potentially a request for first order statistics (Min, Max, etc.) 

4 

Complementary measurements 

A secondary list of KPIs useful to interpret the values of the target KPI. Getting these measure-
ments is not mandatory for the test case. 

5 

Pre-conditions 

Any requirement that needs to be done before execution of this test case. A list of test specific 
pre-conditions that need to be met by the SUT including information about equipment configu-
ration, traffic descriptor i.e., precise description of the initial state of the SUT required to start 

executing the test sequence 

6 

Applicability 

A list of features and capabilities which are required to be supported by the SUT in order 

to execute this test (e.g., if this list contains an optional feature to be supported, then the 

test is optional) 

7 

Test Case Sequence 

Specializes the measurement process (methodology) of the metric for the selected underlay sys-
tem. Measurements points and measurement procedure specification. 

3.2.3. Scenario 

¢ƘŜ ά{ŎŜƴŀǊƛƻέ concept was introduced in deliverable D2.3. However, the template was not 
provided. This deliverable provides a detailed scenario template. The current version of the 
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scenario template includes radio configuration parameters. In future deliverables the scenario 
template will be updated with parameters from the rest of the components of an E2E network. 
The parameters that are part of the definiton of the scenario are different from those specified 
by the slice. The parameters defined in the scenario establish the working point of the network 
and the location and mobility conditions of the UE. 

The scenario template is meant to be a guideline for the definition of network scenarios to 
reproduce realistic conditions in which to perform the test cases. The list of parameters shown 
in Table 6 stems from a deep investigation of the radio parameters that could affect the per-
formance of the KPIs under test . Depending of the platform, these parameters could be con-
figurable or not. The configuration of these parameters is not mandatory. 

Table 6 Scenario template. 

Scenario Description Template -ID number- 

# Description of the fields to be completed 

1 
Radio access technology 

4G,5G 

2 Standalone / Non-Standalone (if applicable) 

3 Cell Power 

4 

Frequency band: 

Sub-6 GHz 

mmWave 

5 
Maximum bandwidth per component carrier 

50 MHz, 100 MHz, 200 MHz, 400 MHz 

6 

Sub-carrier spacing 

Sub 6 GHz: 15 kHz, 30 kHz, 60 kHz 

mmWave: 60 kHz, 120 kHz, 240 kHz, 480 kHz 

7 

Number of component carriers 

Maximum number of CC = 16 (5G) 

Maximum number of CC = 5 (4G) 

8 
CP  

Cyclic Prefix: normal, extended 

9 
Massive MIMO 

Number of antennas on NodeB 

10 

MIMO schemes (codeword and number of layers) 

The number of codewords per PDSCH assignment per UE 

o 1 codeword for 1 to 4-layer transmission 

o 2 codewords for 5 to 8-layer transmission. 

DL DMRS based spatial multiplexing (SU-MIMO/MU-MIMO) is supported 

o At least, the 8 orthogonal DL DMRS ports are supported for SU-MIMO 

o Maximum 12 orthogonal DL DMRS ports are supported for MU-MIMO 

11 Modulation schemes 
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3.2.4. Traffic description 

A traffic template shown in Table 7 has been specified to define the traffic profiles used during 
the experiments. 

Table 7 Traffic description template 

 Results gathering template 

The final report after the execution of a set of related test cases in a particular scenario and slicing 

configuration shall follow the structure indicated in Table 8. 

Table 8 Template for the final report of results. 

Downlink: QPSK, 16 QAM, 64 QAM, 256 QAM  

UplinK: QPSK, 16 QAM, 64 QAM, 256 QAM  

12 
Duplex mode 

FDD, TDD 

13 
TDD uplink/downlink pattern (if applicable) 

0.5 ms, 0.625 ms, 1 ms, 1.25 ms, 2 ms, 2.5ms, 5 ms, 10 ms 

14 Contention based random access procedure/contention free (if applicable)  

15 User location and speed 

Traffic Description Template ID number- 

# Description of the fields to be completed 

1 

Traffic sources 

Here goes the description of the traffic sources that emulate the traffic from real applications or 
reproduce background traffic conditions 

2 
Service Type (optional) 

Here goes a description of the service provided while the KPI is measured  

Test Case ID  

General description of the 
test 

 

Purpose  

Executed by Partner:  Date:  

Involved Partner(s)  

Scenario  

Slicing configuration  

Components involved 

(e.g. HW components, SW 
components) 
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The fields in the final report of results are as follows: 

Test Case ID(s): A list of test cases that are executed in the same environment 
und the same conditions. In particular, such a set of test cases 
may include several tests to obtain different statistical proper-
ties of a given metric under study, e.g. test case on Average RTT, 
test case on 95%ile RTT 

General description: A verbal description of the executed test, highlighting its goal 

Executed by (Partner):  The primary partner (or platform operator) executing the test 

Executed (Date): The date, when the test was executed 

Involved Partner(s): A list of partners who contributed to the test or were directly 
involved in its execution 

Scenario: A description of the scenario or experimental set-up underlying 
the test 

Slicing configuration: A description of the network slice used to execute the test 

Metric(s) under study: A list of metric names (according to Section 4) for which test 
cases are executed. This list may include apart from the primary 
metric, which is inherently given by the list of test case(s), addi-
tional, secondary metrics, which were optinally gathered during 
the execution of the test 

Additional tools involved: A list of tools, essential to the execution of the test, which are 
not described in the test case specification 

Primary measurement re-
sults: 

The results for the primary metric(s) covered by the listed test 
case(s). The stated results are to follow the format defined in the 
test case description, i.e. in general there is a single value for a 
KPI (e.g. average delay) in combination with a confidence value 
for that result 

Secondary measurement 
results: 

Results obtained for additional (optional) metrics 

Metric(s) under study 

(Refer to those in Section 4) 
 

Additional tools involved  

Primary measurement re-
sults 

(those included in the test 
case definition) 

 

Complementary  
measurement results 
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4. DEFINITION OF METRICS 

As mentioned in Section 3.1, 5G-PPP has defined a set of high level KPIs to assess the quality 
and capability of future, commercial 5G network deployments to meet the envisioned servicesΩ 
QoS. 5GENESIS experimentation activities will revolve around these KPIs, with the aim to deliver 
the facilities along with the test methodology and procedures to conduct the experiments and 
to extract and process the obtained results. The overall purpose is to assess aspects that affect 
these high level KPIs. To maintain a mapping between the numerous test-procedures and meth-
odologies of 5GENESIS and the 5G-PPP KPIs they address (fully or partially), those KPIs have 
been abstracted as generic Metrics, which are summarized in this section. Figure 7 sketches 
the mapping of the high-level KPIs to those obtained as the outcomes of the 5GENESIS test 
cases. 

 

Figure 5 Mapping of KPI abstractions within the 5GENESIS framework. 

 Baseline metrics 

4.1.1. Capacity 

ά/ŀǇŀŎƛǘȅ рD-ttt YtLǎέ ǊŜŦŜǊs to several aspects of the offered 5G network deployment capac-

ity, namely: 

1. The offered network capacity per geographical area (as defined by [4]), with the require-
ment to be equivalent to the total offered traffic to be served per geographic area unit. 
This is practically an operational 5G network deployment requirement reflected as KPI 
measurable in large-scale commercial deployments. This aspect is tightly related more 
to the network capacity planning and dimensioning rather than the underlying network 
technology. Of course, a number of network technology-related capabilities aspects and 
functionalities may influence the degree to which this capacity KPI and aspect is 
achieved. 

2. The peak user data rate for specific deployment scenarios and use cases; reflecting the 
data rate requirements of a number of data-intensive applications [47] to be met by a 
single access network node equipment. This aspect is related to equipment-related ca-
pabilities and performance aspects. 

3. The minimum capacity of a single access network node, along with  

 

5GPPP-KPI 

Metric 

Test Case 

Test Case 

Test Case 

Test Case Specific KPI 

Test Case Specific KPI 

Test Case Specific KPI 

5GENESIS 
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4. The maximum number of access network nodes to be deployed per geographical area; 
stemming from the previous market-imposed performance requirements, and being re-
lated to equipment-related capabilities and performance aspects. 

Therefore, it becomes prominent that there is no single test to evaluate the generic 5G-PPP KPI 
capacity; instead aspects of the KPI can be evaluated through a number of equipment and de-
ployment-related tests. For the purposes of having a common reference of these tests address-
ing capacity aspects (which can be used to evaluate the high level KPI, after processing), we 
ŘŜŦƛƴŜ ōŜƭƻǿ ǘƘŜ ƎŜƴŜǊƛŎ άŎŀǇŀŎƛǘȅ ƳŜǘǊƛŎέΦ 

4.1.2. Density of users 

άDensity of users 5G-ttt YtLέ ƛǎ ŘŜŦƛƴŜŘ ŀǎ ǘƘŜ ƴǳƳōŜǊ ƻŦ ŘŜǾƛŎŜǎ όƛΦŜΦ ǳǎŜǊǎύ ǇŜǊ ǳƴƛǘ ŀǊŜŀΣ ǘƻ 
be supported by an operational or commercial 5G deployment. The density of users depends 
highly on the specific functionality or service that is considered as simultaneously offered to 
them at a given reliability target. In general terms, this KPI and its set target value, has stemmed 
from the high-level objective to serve UE and the foreseen high density of IoT devices from a 
single operational network infrastructure [47]. In practice, the achievability of this KPI depends 
on a number of deployment-specific factors, namely the core network dimensioning, the access 
network deployment (including the number of next generation Node Bs (gNB), coverage plan-
ning end dimensioning, etc.), as well as on the equipment dimensioning capabilities. 

ThereforŜΣ ƛǘ ōŜŎƻƳŜǎ ǇǊƻƳƛƴŜƴǘ ǘƘŀǘ ǘƘŜǊŜ ƛǎ ƴƻ ǎƛƴƎƭŜ ǘŜǎǘ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜ ƎŜƴŜǊƛŎ άŘŜƴǎƛǘȅ ƻŦ 
users 5G-ttt YtLέΤ ƛƴǎǘŜŀŘ ŀǎǇŜŎǘǎ ƻŦ ǘƘŜ YtL Ŏŀƴ ōŜ ŜǾŀƭǳŀǘŜŘ ǘƘǊƻǳƎƘ ŀ ƴǳƳōŜǊ ƻŦ ŜǉǳƛǇƳŜƴǘ 
and deployment-related tests. For the purposes of having a common reference of these tests 
addressing user and device density aspects (which can be used to evaluate the high level KPI, 
ŀŦǘŜǊ ǇǊƻŎŜǎǎƛƴƎύΣ ǿŜ ŘŜŦƛƴŜ ōŜƭƻǿ ǘƘŜ ƎŜƴŜǊƛŎ ά5Ŝƴǎƛǘȅ ƻŦ ǳǎŜǊǎ ƳŜǘǊƛŎέΦ 

Metric  Density of users 

Metric Definition 

άDensity of usersέ Metric Definition: the maximum number of devices (i.e. users) per unit. This 
unit represents a physical measurement unit (namely time window and space/area) and/or a 
specific network component, which can be supported by the system, with a specific service 
that is simultaneously offered to all users at a given reliability. 

 

Metric  Capacity 

Metric Definition 

ά/ŀǇŀŎƛǘȅέΥ Amount of data traffic to be offered or served, per a specific unit; the latter being 
a primary physical measurement unit (namely time and space) or/and a specific technology 
equipment component (namely user equipment, access network node, cluster of access net-
work nodes with specifically defined characteristics, etc.). 
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4.1.3. Energy efficiency 

Metric Energy efficiency 

Metric Definition 

ά9ƴŜǊƎȅ 9ŦŦƛŎƛŜƴŎȅ ό99ύέ refers to minimization of energy used (consumption) in service deliv-
ery. More specifically, the network EE refers to minimization of the Radio Access Network 
(RAN) EC in relation to the traffic capacity provided, whilst device EE is the capability to mini-
mise the power consumed by the device modem in relation tƻ ǘƘŜ ǘǊŀŦŦƛŎ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎΦέ 

4.1.4. Latency 

ά[ŀǘŜƴŎȅ рD-ttt YtLέ ƛǎ ŎƻƴǎƛŘŜǊŜŘ όмύ in the framework of a control plane as the time it takes 
to transfer a given piece of information from the end-user device (UE, IoT device, etc.) up to 
the 5G Core Network node(s) responsible for the network access control and service provision-
ing; and (2) in the framework of a user plane as the time it takes to transfer a given piece of 
information from the end-user device (UE, IoT device, etc.) up to the end providing the data 
service or application.  

In general terms, these KPIs and their set target value, stem from the high level objective to 
serve highly interactive [70][68] and mission critical services [66][67][70]. In practice, the 
achievability of this KPI depends on a number of deployment-specific factors related to the 
network equipment control plane processing capabilities, the network topology with regard to 
the placement of the application serving nodes and, of course, the end-device location (within 
the serving network). Given the distributed network topology envisioned in 5G networks and 
user mobility, latency does not constitute a single feature/value throughout a network deploy-
ment, most probably also varying over time (depending on QoS provisioning policies). 

Therefore, it becomes prominent that there ƛǎ ƴƻ ǎƛƴƎƭŜ ǘŜǎǘ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜ ƎŜƴŜǊƛŎ άƭŀǘŜƴŎȅ 
5G-ttt YtLέΤ ƛƴǎǘŜŀŘ ŀǎǇŜŎǘǎ ƻŦ ǘƘŜ YtL Ŏŀƴ ōŜ ŜǾŀƭǳŀǘŜŘ ǘƘǊƻǳƎƘ ŀ ƴǳƳōŜǊ ƻŦ ŜǉǳƛǇƳŜƴǘ ŀƴŘ 
deployment-related tests. For the purposes of having a common reference of these tests ad-
dressing latency aspects, ǿŜ ŘŜŦƛƴŜ ōŜƭƻǿ ǘƘŜ ƎŜƴŜǊƛŎ άƭŀǘŜƴŎȅ ƳŜǘǊƛŎέΦ 

4.1.5. Round-Trip-Time 

Similar to Latency, ǘƘŜ άwƻǳƴŘ-Trip-Time оDtt YtLέ ƛǎ ŎƻƴǎƛŘŜǊŜŘ όŜǎǇŜŎƛŀƭƭȅ ŦƻǊ ǳǎŜǊ ǇƭŀƴŜύ ŀǎ 
the time it takes to transfer a given piece of information from the end-user device (UE, IoT 
device etc.) (herein transmitting node) up to the end providing the data service or application 
(herein receiving node), to process the piece of data at the receiving node, and to transfer an 
acknowledgement status back to the transmitting node [70]. 

Metric  Latency 

Metric Definition 

ά[ŀǘŜƴŎȅέ: The time it takes to transfer a given piece of information from a source to a desti-
nation, from the moment it is transmitted by the source to the moment it is received at the 
destination (in this link direction only) over the SUT.  
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As also clarified in 3GPP specifications [70], this generic performance indicator does not assume 
correct reception of either the piece of data or the acknowledgement status, while the nodes 
need to be defined. In practice, the definition of this KPI and its target value depends on a 
number of deployment-specific factors related to the network equipment processing capabili-
ties, the network topology with regard to the placement of the application serving nodes, and 
ƻŦ ŎƻǳǊǎŜ ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ άǇǊƻŎŜǎǎƛƴƎέ ǘƘŀǘ ǘŀƪŜǎ ǇƭŀŎŜΦ ! ǎƛƳǇƭŜ ǇƛƴƎ ǎŜǎǎƛƻƴ Ŏŀƴ ōŜ Ŏƻƴπ
sidered as the minimal processing of a packet, thus roughly providing the sum of uplink and 
downlink latency. 

Therefore, RTT does not constitute a single feature/value throughout a network deployment, 
and it is most probably also varying over time (depending on QoS provisioning policies). For the 
purposes of having a common reference of these tests addressing latency aspects, we define 
ōŜƭƻǿ ǘƘŜ ƎŜƴŜǊƛŎ άw¢¢ ƳŜǘǊƛŎέΦ 

4.1.6. Delay 

ά5Ŝƭŀȅ оDtt YtLέ ƛǎ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ǘƘŜ ǘƛƳŜ ƛǘ ǘŀƪŜǎ ǘƻ ǘǊŀƴǎŦŜǊ ŀ ƎƛǾŜƴ piece of data between 
two nodes, measured from the moment it is transmitted to the moment it is received [70]. The 
difference with Latency in 3GPP terminology is that Latency refers to correct reception of the 
piece of information, while delay does not assume correct reception.  

As also clarified in 3GPP specifications [70], this generic performance indicator does not assume 
correct reception of the piece of data, while the nodes need to be defined. In practice, the 
definition of this KPI and its target value depends on a number of deployment-specific factors 
as in the Latency and RTT case, thus delay does not constitute a single feature/value throughout 
a network deployment, and it is most probably also varying depending on network and pro-
cessing conditions. For the purposes of having a common reference of these tests addressing 
ŘŜƭŀȅ ŀǎǇŜŎǘǎΣ ǿŜ ŘŜŦƛƴŜ ōŜƭƻǿ ǘƘŜ ƎŜƴŜǊƛŎ ά5Ŝƭŀȅ ƳŜǘǊƛŎέΦ 

 

Metric Name Round-Trip-Time 

Metric Definition 

άwƻǳƴŘ-Trip-¢ƛƳŜέ: Time it takes to transfer a given piece of data between two nodes, to pro-
cess the piece of data at the receiving node, and to transfer an acknowledgement status back 
to the transmitting node, measured from the moment the piece of data is transmitted to the 
moment the acknowledgement status is received. 

Metric  Delay 

Metric Definition 

ά5Ŝƭŀȅέ: Delay is the time it takes to transfer a given piece of data between two nodes, 
measured from the moment it is transmitted to the moment it is received; irrespectively of 
whether it is received correctly or not. 


































































































































































































































































































































































































































































